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Understanding NerveCenter 1

This chapter explains:

+  What type of product NerveCenter ™ is

+  How NerveCenter manages nodes

+  What the NerveCenter main components are

+  What roles NerveCenter can play in a network or system management solution

For information on these topics, see the sections shown in the table below.
Table 1-1. Sections Included in this Chapter

Section Description

What is NerveCenter? on page2 Explains that NerveCenter is an advanced event automation solution.

How NerveCenter Manages Explains how NerveCenter isolates and responds to emerging network
Nodes on page 3 and system problems.

Main NerveCenter Components  Discusses NerveCenter's client/server architecture. Explains how

on page 13 NerveCenter tracks network conditions using finite state machines called
aarms, where these alarms get their input, and how alarm transitions can
result in actions.

Role in Network Management Explains how NerveCenter can be used stand-alone, integrated with other
Srategy on page 21 NerveCenter systems, or integrated with other Open or third-party
products.




What is NerveCenter?

What is NerveCenter?

As corporations have focused attention on keeping their corporate networks available at all times,
they have invested heavily not only in redundant hardware, but also in network management
software. Unfortunately, many network management tools whose purpose is to identify network
faults can overwhelm operators with raw network data. Only after manually sifting through this raw
data and identifying the real problems can operators take the appropriate corrective actions.

NerveCenter is different. It is able to isolate and respond to network conditions proactively. In
addition, NerveCenter is a highly-scalable, cross-platform solution.

At the heart of NerveCenter isits event correlation engine. For each device that it is monitoring,
NerveCenter creates one or more finite state machines—or alarms—that define operational statesit
wants to detect. NerveCenter also defines rules that effect transitions between the operational
states. Theserules can be very simple; for example, a state transition can be caused by the receipt of
ageneric Simple Network Management Protocol (SNMP) trap. Or they can be quite complex and
take advantage of NerveCenter's support for Perl expressions.

These state machines enable NerveCenter to correlate data from multiple sources over time before
it concludes that a problem exists. As asimple example, if NerveCenter receives alink-down trap
for aninterface, it does not immediately report aproblem; instead, it waits for alink-up trap for that
interface. If NerveCenter receives alink-up trap within a given amount of time, it can ignore both
traps. Otherwise, it can report that a particular communication link is down.

Once NerveCenter has identified a problem, it can take automatic corrective actions. A variety of
actions can be associated with state transitions, including notifying an administrator, executing a
program or script that corrects the problem, or notifying a network management platform of the
network condition.

In addition to being an advanced event automation solution, NerveCenter is also a highly scalable
client/server application. It can run co-resident with a network management platform (such as
Hewlett Packard's OpenView Network Node Manager) and manage thousands of nodes. Or the
server can be distributed as a background process at tens or even hundreds of remote offices.

Finally, NerveCenter is a cross-platform solution. NerveCenter automatically correlates events,
identifies problems, and takes corrective actions across network devices running an SNMP agent,
UNIX systems, and Windows workstations and servers. The capability for NerveCenter
components on Windows systems to work with components on UNIX systems enables you to
install NerveCenter on the type of system—nhardware and operating system—that is most
appropriate for ajob. For instance you might install NerveCenter on a Windows system to monitor
asmall network of 1000 nodes or fewer, and you might install NerveCenter on a symmetric
multiprocessor UNIX server to manage several thousand nodes. You could monitor and configure
both of these systems from a Windows or UNIX workstation.
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How NerveCenter Manages Nodes

To perform its job of event automation, NerveCenter relies on the definition of behavior models.
These models are constructed from NerveCenter objects (which we'll discuss in detail later) and
define:

+  Which nodes the behavior model will affect

+  How NerveCenter will detect certain conditions on these nodes
+  How NerveCenter will correlate the conditions it detects

+  How NerveCenter will respond to network problems

The following sections elaborate on the tasks that NerveCenter performsin order to automate event
handling:

+ Defining a Set of Nodes on page 3

+  Detecting Conditions on page 4

+  Correlating Conditions on page 4

+ Responding to Conditions on page 9

Defining a Set of Nodes

NerveCenter can get the list of devices to monitor from a network management platform, discover
them on the network, or import this information from another NerveCenter database.

NerveCenter assigns to each managed node a set of properties, and these properties determine
which behavior models apply to anode. Properties typically describe the type of the device—for
example, arouter—or are named after objects in the management information base (MIB) used to
manage the node.

Once NerveCenter assigns a set of properties to anode, NerveCenter automatically appliesto that
node all of the models that refer to those properties. If NerveCenter detects that a node has been
deleted or that its properties have changed, the product immediately retires or updates the set of
modelsthat are actively managing that node. This dynamic process enables NerveCenter to adapt at
once to changes in network configuration reported by the management platform or by
NerveCenter’'s own discovery mechanism.

It isalso possible to assign properties to nodes manually to further refine the set of models that
NerveCenter uses to manage a node. For example, you may want to distinguish a backbone router
from a campus router to regulate how much and how often status information is collected.

Chapter 1, Understanding NerveCenter 3
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Detecting Conditions

Asisdiscussed in the section Role in Network Management Srategy on page 21, NerveCenter can
collect network and system data from a variety of sources. However, most frequently NerveCenter
obtains data from Simple Network Management Protocol (SNMP) agents running on managed
nodes. This means that NerveCenter detects most conditions by:

+ Receiving and interpreting an SNMP trap
+ Polling an SNMP agent for data and analyzing that data

One of the criticisms of SNMP-based enterprise management platforms over the years has been
that, because SNMP trap delivery is unreliable, the platform must poll agents and this polling
generates too much network traffic. NerveCenter helps alleviate this problem by enabling you to
determine the interval at which a poll is sent and to turn a poll off. Even more important is
NerveCenter's smart polling feature. NerveCenter sends a poll to a node only if the poll:

+ Ispart of abehavior model designed to manage that node
+ Can cause achangeinthe alarm’s state.

Also, because of NerveCenter's client/server architecture, NerveCenter servers can be distributed
so that al polling is done on LANS, and not across a WAN. Furthermore, use of SNMP v2c and v3
features allow SNMP to be utilized both reliably and securely.

Correlating Conditions

Event correlation involves taking a number of detected network conditions, often alarge number,
and determining:

+  How these conditions, or some subset of them, are related
+ Theunderlying cause of a set of conditions, or the problem to which these conditions have led

For instance, NerveCenter may look at alarge number of events and identify a subset of events that
relate to SNM P authentication failures on a managed node. NerveCenter may then determine that
the authentication failures were far enough apart that no problem exists, or it may find that several
failures occurred within a short period of time, indicating a possible security problem. In the latter
case, NerveCenter might notify administrators of the potential problem. In thisway, administrators
receive one notice about a potential security problem rather than having to browse through along
list of detected conditions and identify the problem themselves.

Detected conditions can be correlated in many ways. In fact, once you start working with
NerveCenter, you will help determine how these conditions are correlated yourself. However, there
are some typical ways in which NerveCenter finds relationships between conditions. Several of
these methods are discussed in the following sections:

+  Detecting the Persistence of a Condition on page 5

+ Finding a Set of Conditions on page 6
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+ Looking for a Sequence of Conditions on page 7

Detecting the Persistence of a Condition

Probably the simplest method of correlating detected conditionsisto search for the persistence of a
problem. For example, a network administrator might want to know if an SNMP agent sends a
link-down trap and that trap is not followed within three minutes by a link-up trap. NerveCenter
can track such alink-down condition using a state diagram similar to the one shown bel ow.

Figure 1-1. State Diagram for Detecting a Link-Down Condition

i » DownTrap
Link-down trap Start timer -)

Timer goep
off
Delete
timer Inform
management
platform

Link-up 4
trap ﬁ
Ground LinkDown

Let’'s say that NerveCenter has this state diagram in memory and is tracking a particular interface
for alink-down condition.

+ Thefirst time NerveCenter sees alink-down trap concerning that interface, the current state
becomes DownTrap, and NerveCenter starts a three-minute timer.

+ If NerveCenter receives alink-up trap within three minutes of the link-down trap, the current
state reverts to Ground (normal) because NerveCenter islooking for a persistent link-down
condition. In addition, NerveCenter stops the timer. However, if three minutes expire before a
link-up trap arrives, the current state becomes LinkDown, and NerveCenter informs a network
management platform that the link is down.

+  Thecurrent state remains LinkDown until alink-up trap does arrive. At that point, the current
state reverts to Ground, and the process begins again.
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Finding a Set of Conditions

Another common type of event correlation is the identification of a set of conditions. For example,
let’'s say that you' re monitoring the interfaces on arouter. To be notified when alow-speed interface
goes down or when a high-speed interface goes down, you might use the following state diagram.

Figure 1-2. State Diagram for Detecting a Router Interface Problem

Interface
back up

Interface
back up

Low-speed High-speed
interface interface
down down

Low-speed )
Pibley E-mail

What causes state transitions in this situation? NerveCenter can poll the SNM P agent on the router
for the values of the following interface attributes: ifOperStatus, if AdminStatus, if Speed,
ifInOctets, and ifOutOctets.

High-speed

Problem Page

If the poll successfully returns values for these attributes, NerveCenter can then evaluate the
expression shown below in pseudocode:

if ifOperStatus is down && ifAdminStatus is up &&
(1fInOctets > 0 || ifOutOctets > 0)
if ifSpeed < 56K
move to lowSpeedProblem state
else
move to highSpeedProblem state
else
move to ground state

This codeislooking for two sets of conditions. Thefirst setis:
+ Theoperational state of the interface is down.
+  Theadministrative status of the interfaceis up.

+  Traffic has been passed on this interface. (If no traffic has been passed, the interfaceis just
coming up.)

+ Theinterface's current bandwidth is|ess than 56K.
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If this set of conditionsis met, aproblem exists on an interface that is probably used for adial-up
connection.

The second set of conditions is the same as the first, except that the last condition is that the
interface’s current bandwidth is greater than or equal to 56K. If this set of conditionsis met, a
problem exists on a higher speed interface.

If neither of these sets of conditions is met, the current state should return to, or remain at, Ground.

NerveCenter may detect many conditions concerning an interface before it finds the set of
conditions it islooking for. The administrator need not see information about each of these
conditions. He or she will be emailed or paged if the interface goes down.

Looking for a Sequence of Conditions

NerveCenter also enables you to correlate conditions by looking for sequences of conditions. This
type of correlation is possible because, in NerveCenter, each state in a state diagram can look for a
different set of conditions. For instance, let’slook at a state diagram that NerveCenter uses to track
the status of a node and its SNMP agent. The diagram includes states for the following conditions:

+ Thenode and its SNMP agent are up.
+ Thenodeisup, but its agent is down.
+  Thenodeisunreachable.

¢+ Thenodeisdown.
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Figure 1-3. State Diagram for Determining Node Status

Ground

| Net unreachable I| Port unreachable I

| Node unreachable I | SNMP Timeout I

| Net unreachable I | Port unreachable I
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Unreachable

S—

Unknown Agent Down

T ~—

| Net unreachable I | Node up I

| Node unreachable I

| ICMP timeout I

ICMP timeout Ii Device Down ICMP timeout |

Note A moreredistic state diagram for tracking the status of a node would include transitions
from the terminal problem states back to Ground.
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When checking the status of anode and its SNM P agent, NerveCenter begins by polling the node to
seeif the node’'s SNMP agent will return the value of the MIB attribute sysObjectID. If the agent
returns this value, the current state remains Ground. However, NerveCenter makes Error the
current state if:

+ Thenode, or the network the node is on, is unreachable
+ Thenodeisreachable, but the SNMP agent doesn’t respond

Similarly, NerveCenter changes the current state to Unknown if it detects for a second time that the
node is unreachable or the node’s SNMP agent isn't responding.

Once the current state becomes Unknown, though, NerveCenter begins looking for a different set
of conditions. NerveCenter checks to see whether the node will respond to an ICMP ping. If it will,
NerveCenter knowsthat the node is up, but its SNMP agent is down. If it receives another network-
or node-unreachable message, NerveCenter knows that the node is unreachable. And if the ping
times out, NerveCenter knows that the node is down.

This ability of different states to monitor different conditions gives you the ability to correlate
sequences of conditions. That is, a sequence of two SNMP timeouts followed by a Node up
indicates that the node is up but its agent is down. And a sequence of two Node unreachables
followed by an ICMP timeout indicates that the node is down.

Responding to Conditions

NerveCenter not only enables you to detect network and system problems, but is able to respond
automatically to the conditions it detects. To set up these automated responses, you associate
actions with state transitions.

The possible actions you can define are discussed in the following sections:
+  Notification on page 10

+ Logging on page 10

+ Causing Sate Transitions on page 11

+  Corrective Actions on page 11

+  Action Router on page 12
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Notification

If aparticular network or system condition requires the attention of an administrator, the best action
to take in response to that condition is to notify the appropriate person. NerveCenter letsyou notify
administrators of eventsin the following ways:

+ You can send an audible alarm (a beep) to workstations running the NerveCenter Client.

+ You can send email to an administrator using either a Microsoft Exchange Server client or
SMTP mail.

+ You can page an administrator.

+ You can send information about a network or system condition to another NerveCenter server.
This capability is useful if you have a number of NerveCenter servers at different sites and
want these servers to forward information about important events to a central server.

+ You can send information about a network or system condition to a network management
platform such as Micromuse's Netcool/OMNIbus or Hewlett Packard’s OpenView Network
Node Manager. Administrators can then be notified of a problem found by NerveCenter using
the other management tool’s console.

For more information on integrating NerveCenter with other network management products,
see the section Role in Network Management Srategy on page 21.

Logging

If you want to keep arecord of an event that takes place on your network, you must explicitly log
information about the event at the time it occurs. NerveCenter provides three actions that provide
for such logging:

+ LogtoFile
+ Log to Database (Windows only)
+ EventLog

Log to File writesinformation about an event to afile. Log to Database writes information about an
event to the NerveCenter database. The EventLog action writes information about an event to an
event or system log.

When you assign alogging action to a behavior model, you have the choice of logging default data
or customizing what data you deem relevant. This saves disk space and streamlines information
used later for analysis and reporting.
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Causing State Transitions

In some behavior models, one alarm needs to cause atransition in another. The action that enables
such communication between alarms is called Fire Trigger. This action creates a NerveCenter
object called atrigger that can cause a state transition in the alarm from which it was fired or in
another alarm.

The Fire Trigger action also lets you specify adelay, so you can request that atrigger befired in one
minute or five hours. This feature is especially useful when you’ re looking for the persistence of a
condition. Let's say that you want to look for three intervals of high traffic on an interface within a
two-minute period. When your poll detects the first instance of high traffic, and your alarm moves
out of the Ground state, you can fire atrigger with atwo-minute delay that will return your alarm to
the Ground state—unless a second and third instance of high traffic are detected.

If athird instance of high traffic is detected, you should cancel the trigger you fired on a delayed
basis. You do this by adding the Clear Trigger action to the transition from the second high-traffic
state to the third.

NerveCenter also includes a Send Trap action. You define the trap to be sent, including the variable
bindings, and associate the action with a state transition. When the transition occurs, the trap is
sent. The trap can be caught by a NerveCenter trap mask—in which case you can use Send Trap
somewhat like Fire Trigger, to generate a trigger—or by any application that processes SNMP

traps.

Corrective Actions

There are a number of NerveCenter actions that you can use to take corrective actions when a
particular state transition occurs. These are:

+  Command

+  Perl Subroutine
+  Set Attribute

+ Delete Node

¢+  SNMP Set

The Command action enables you to run any script or executable when a particular transition
OCCurs.

The Perl Subroutine action enables you to execute a Perl script as a state-transition action. You first
define a collection of Perl scripts and store them in the NerveCenter database; then, you choose one
of your stored scripts for execution during a state transition.

The Set Attribute action enables you to set selected attributes of the NerveCenter objects used to
build behavior models.
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The Delete Node action del etes the node associated with the current state machine from the
NerveCenter database. This action is useful if you use a behavior model to determine which nodes
you want to monitor and manage.

The SNMP Set alarm action changes the value of a MIB attribute when an alarm transition occurs.

Action Router

The Action Router enables you to specify actions that should be performed when a state transition
occurs and other conditions are met. To set up these conditional actions, you add the Action Router
action to your state transition. Then, you use the Action Router tool to define rules and their
associated actions.

For example, let’s assume that you want to be notified about a state transition only if the transition
putsthe alarmin acritical state. You can define the following rule:

SDestStateSev eq ‘Critical’

Then define the action you want taken if the severity of the destination state is Critical, for
example, apage. You will be paged if:

+ The Action Router action is associated with the current state transition
+ Thedestination state for the transition is Critical

Action Router rules can be constructed using many variables that NerveCenter maintains; for
instance, you can also construct rules based on:

+  Thename of theaarm

+  The day of the week

+ Thetime of day

+ Thename or |P address or group property of the node being monitored
+ Thename of thetrigger that caused the state transition

¢ Thename of the alarm’s property

+  Thename or severity of the origin state

+  Thecontents of atrap

+  The contents of an | T/Operations message

+  The contents of the varbind data associated with atrap or a poll
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Main NerveCenter Components

NerveCenter is adistributed client/server application and includes the following components:

¢ Server
+ Database
¢+ Clients

For information about these components, see the following sections:
+  The NerveCenter Server on page 13
+  The NerveCenter Database on page 13

+  The NerveCenter User Interface on page 17

The NerveCenter Server

The NerveCenter Server isresponsible for carrying out all of the major tasks that NerveCenter
performs. For example, it handlesthe polling of SNMP agents, creates NerveCenter objects such as
the finite alarms mentioned earlier, and makes sure that state transitions occur at the appropriate
times. The server also performs all actions associated with state transitions.

The server can run as a daemon on UNIX systems and as a service on Windows systems. This
capability to run in the background has important implications with regard to using NerveCenter at
remote sites. You can install the server and database at a remote office and have that server manage
the local network, yet control the server (viathe NerveCenter Client) from a central location.
Servers located at remote sites can forward noteworthy information to a server at the central
location as required.

The NerveCenter Database

The NerveCenter database is primarily arepository for the NerveCenter objects that make up a set
of behavior models. The principal objects used in these models are:

+ Nodes

+  Property groups and properties

+ Polls
+  Trap masks
+ Alarms

For brief explanations of what these objects are and how they are used, see Objectsin the Database
on page 14.
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A set of objectsthat define many useful behavior models ships with NerveCenter and is avail able
as soon as you' ve installed the product. For alist of these predefined behavior models, see the
section Predefined Behavior Models on page 16.

On UNIX systems, the NerveCenter database is implemented as aflat file. On Windows systems,
the database can be either a Microsoft Access database or a Microsoft SQL Server database.

Objects in the Database

This section contains brief definitions of the basic objects used in the construction of behavior
models.

*

Nodes

A node represents either a workstation or a network device, such as a router. Each node has an
attribute called its property group that controls which behavior models NerveCenter will
employ in managing the node.

Note Strictly speaking, anodeisnot part of abehavior model; rather, it isthe entity managed by a

behavior model.

Property groups and properties

As mentioned above, each node has a property group. This property group is simply a
container for aset of properties, which are stringsthat typically either describe the type of node
or name an object in the MIB used to manage the node. It is actually anode’s properties, rather
than its property group, that determine whether a particular behavior model will be used to
manage that node.

Polls

A poll defineswhat MIB variables NerveCenter should request the values of, how those values
should be evaluated, and what action the poll should take. If the poll takes an action, it will be
to fire atrigger, which may cause a state transition in one of NerveCenter'sfinite state
machines.

Trap masks

A trap mask describes an SNMP trap and contains the name of atrigger. If NerveCenter
receives an SNMP trap that matches the description given in the trap mask, NerveCenter firesa
trigger with the name defined in the trap mask. If NerveCenter receives a trap that does not
match atrap mask, it discards that trap.

Alarms

NerveCenter’s finite state machines are called alarms. Each alarm defines a set of operational
states (such as Normal and Down) and transitions between the states. Transitions are effected
by the receipt of the proper trigger and can have actions associated with them. If actions are
associated with atransition, the server performs these actions each time the transition takes
place.

14
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Behavior Models

Once a set of managed nodes has been defined, NerveCenter’'s monitoring activities are controlled
by a set of behavior models. A behavior model is the group of NerveCenter objects required to
detect and take action upon a single network condition, such as high traffic on an interface.

The central object in each behavior model is adeterministic finite state machine called an alarm.
For instance, the alarm shown in Figure 1-4 tracks the level of traffic on an interface.

Figure 1-4. Alarm State Diagram

MediumLoad

HiLoadPersists

Lowload

-~ P —
HighLoad ]:

The possible states in this alarm are low, medium, and high. And these states have the severities
Normal, Medium, and High, respectively. (The color of each state denotesiits severity.) The gray
rectanglesin the alarm represent state transitions.

What about the inputs and outputs of the state machine? The inputs are called triggers and can
come from several sources. For example, one predefined NerveCenter poll queriesthe SNM P agent
on adevice for the level of traffic on, and the capacity of, each interface on the device. If thelevel
of use exceeds a certain percentage of the capacity for an interface, the poll fires the trigger
mediumL oad, which can cause a state transition in an alarm.

The outputs of an alarm are called alarm actions. These actions are associated with the transition
from one state to another by the designer of a behavior model, and NerveCenter performs these
actions each time the transition occurs. There are many possible actions, including the following:

+  Sending an audible aert to the workstation on which the NerveCenter Client is being run
+  Executing a program or script

+  Deleting a node from the NerveCenter database

+ Informing a network management platform of a condition

+ Logging information to adisk file

+  Sending mail to an administrator

+  Paging an administrator
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*

*

Sending an SNMP trap
Setting aMIB attribute

Predefined Behavior Models

When you install NerveCenter and create a new database, that database contains the objects that
make up a number of predefined behavior models. These include behavior models for:

*

*

*

*

*

Detecting authentication failures

Monitoring the error rate on network interfaces

Monitoring link-up and link-down traps

Monitoring the amount of traffic on network interfaces

Indicating the status of network interfaces: up, down, and so on

Detecting errors that inhibit accurate SNMP device management
Determining whether a device is down, unreachable, up without an agent, or up with an agent
Giving early warning concerning TCP connection saturation

Verifying that the current TCP retransmission algorithm is the most efficient
Categorizing devices based on TCP retransmission activity

Logging information about SNMP traps

NerveCenter also includes predefined behavior models that you can import to monitor specific
vendors' devices and additional models for troubleshooting, interface status, data collection, and
downstream alarm suppression. For more information about behavior models, see Designing and
Managing Behavior Models.
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The NerveCenter User Interface
The principal clients of the NerveCenter server are:
+  The NerveCenter Administrator
+  The NerveCenter Client
+  The NerveCenter Web Client
+  The NerveCenter command line interface

The NerveCenter Administrator is used to configure NerveCenter once it has been installed. The
NerveCenter Client and the NerveCenter Web Client are used to monitor a network for problems.
The NerveCenter Client is also used to create new behavior models. The command line interface
can be used to perform alimited number of operations on NerveCenter objects.

For additional information on these interfaces, see the following sections:
+  The NerveCenter Administrator on page 18

+  The NerveCenter Client on page 19

+  The NerveCenter WWeb Client on page 20

+  The Command Line Interface on page 20
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The NerveCenter Administrator

Figure 1-5 shows the graphical user interface (GUI) for the NerveCenter Administrator.

Figure 1-5. NerveCenter Administrator
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Userswith NerveCenter Administrator privileges can use this interface to:

+  Configure NerveCenter's discovery mechanism

+  Configure the number of retries and the retry interval for SNMP polling
+  Configure NerveCenter's mail and paging actions

+ Manage NerveCenter log files

+  Configure NerveCenter to work with a network management platform

18
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The NerveCenter Client

The figure below shows the GUI for the NerveCenter Client.

Figure 1-6. NerveCenter Client
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Two types of usersrun the NerveCenter Client. Users with NerveCenter User privileges can run the
client to:

+ Monitor active dlarms

+  Filter dlarms for the alarm summary windows
+ View an aarm’s history

+ Resetdarms

+  Monitor the state of managed nodes

+  Generate reports

For complete information on using the NerveCenter Client to perform the tasks listed above and
others, see the book Monitoring Your Network.

Users with NerveCenter Administrator privileges can perform all the tasks that users with User
privileges can. In addition, they can use the client to:

+  Create new behavior models
+  Customize the predefined behavior models
+ Modify, copy, or delete any object in the NerveCenter database
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The NerveCenter Web Client
The following figure shows the GUI for the NerveCenter Web Client.

Figure 1-7. NerveCenter Web Client
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The NerveCenter Web Client, unlike the NerveCenter Client, is meant to be used only for
monitoring a network, not for creating behavior models. It enables you to:

+  Monitor active alarms

+ View an aarm’s history

+ Reset alarms

+  Monitor the state of managed nodes

For complete information on using the NerveCenter Web Client to perform the tasks listed above
and others, see the book Monitoring Your Network.

The Command Line Interface

You can use NerveCenter's command line interface (CLI) to delete, list, or set (enable or disable)
alarms, trap masks, nodes, and polls from a Windows Command Prompt or a UNIX shell. You can
also connect to, display the status of, and disconnect from NerveCenter servers using the CLI. You
can issue commands manually or from a script.
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Role in Network Management Strategy

NerveCenter can play avariety of rolesin an overall network management strategy. The role that
NerveCenter playsin your strategy depends largely on the size of your network and on what other
products you are using to manage your network and systems:

+ |f you are managing asmall network, NerveCenter can be used as a standal one system. It can
discover the workstations and network devices on the network, detect and correlate network
conditions, respond automatically to conditions, and display in awindow information about
active alarms. See the section Sandalone Operation on page 22 for further information.

+  For larger networks, multiple NerveCenters can be used in concert. For example, let's say that
acompany has acentral site and three remote sites. Local NerveCenter systems could be set up
to manage the remote sites, and the local NerveCenter servers could forward important
information to the NerveCenter server at the central site. See the section Using Multiple
NerveCenter Servers on page 23 for further information.

+  NerveCenter can be used in conjunction with a network management platform such as Hewlett
Packard OpenView Network Node Manager, Hewlett Packard OpenView I T/Operations, CA
Unicenter TNG, Tivoli TME, and Micromuse Netcool/OM NIbus which manages systems,
networks, intranets, and databases. NerveCenter can be configured to receive messages from
or send messages to these network management platforms. See the section Integration with
Network Management Platforms on page 24 for further information.

+  NerveCenter is also tightly integrated with Hewlett Packard’s OpenView Network Node
Manager. In this situation, NerveCenter is responsible for SNMP trap handling, al polling
activity, event correlation, and automated responses to conditions. See the section Integration
with NMPs for Node Information on page 25 for further information.
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Standalone Operation

At smaller sites, you can use NerveCenter alone for your network management tasks. Aswe've
seen, NerveCenter is very strong in the areas of event correlation and automated actions. In
addition, NerveCenter includes an alarm console, as shown in Figure 1-8.

Figure 1-8. NerveCenter’s Alarm Console
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This console displays information about every current alarm instance. In addition, if you
double-click on alinein the event console, you are taken to an Alarm History window that displays
information about all of the alarm transitions that have occurred for the alarm instance you selected.

At small installations, no discovery mechanism is necessary; you can add nodes to NerveCenter
manually. At somewhat larger sites, however, such a mechanism is helpful, and NerveCenter
provides one in its Discovery behavior model.
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Using Multiple NerveCenter Servers

Because one NerveCenter server can inform another NerveCenter server or management platform
of anetwork condition, it's possible to set up NerveCenter servers at remote sites that notify a
centrally located NerveCenter server or management platform of the noteworthy network
conditions at those remote sites.

Figure 1-9. Distributed NerveCenter Servers
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Thisisareliable solution because the remote NerveCenter servers use TCP/IP to notify the
centrally located NerveCenter server of network conditions and retransmit messages as necessary
to ensure their delivery.

There are a couple of advantages to this type of setup:

+  Only asmall amount of datais transmitted over the WAN. Any bandwidth intensive
monitoring is conducted on aLAN and is managed by a remote NerveCenter server.

+ Theremote NerveCenter servers can be runin lights-out mode. Being able to run NerveCenter
lights-out means that:

+  NerveCenter runs as a Windows service or asa UNIX daemon

+ You can monitor and configure NerveCenter from a remote location

+ You can modify all NerveCenter parameters without shutting NerveCenter down
+ Nodisplay or operators are required at asite

+ Thecentral NerveCenter can further correlate and filter conditions across remote NerveCenter
Server domains
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Integration with Network Management Platforms

A network management platform (NMP) is an operations and problem-management solution for
use in adistributed multi-vendor environment. Intelligent distributed agents on managed nodes
monitor system and application log files and SNMP data. The agents apply filters and thresholds to
monitored data and forward messages about conditions of interest to a central management station.
When the management station receives these messages, it can automatically take corrective
action—such as broadcasting a command to a set of systems—or an operator can initiate this
response.

You can integrate NerveCenter with the following network management platforms:
+  CA Unicenter TNG

+  Hewlett Packard OpenView | T/Operations

+  Hewlett Packard OpenView Network Node Manager

+  Micromuse Netcool/OMNIbus

+ Tivoli Systems TME

Additionally, with OpenView Network Node Manager, you can direct NerveCenter to take its node
information from the management platform and configure NerveCenter to take over all polling
activity and event processing. Seethelater section, Integration with NMPsfor Node I nformation on
page 25, for more information.

You can integrate your NerveCenter installation with the NMP so that the NMP can send messages
to NerveCenter for correlation or processing. After the messages arrive, NerveCenter correlates the
conditions described in these messages with related conditions—from the NMP or from other
sources—and can respond with any of its alarm actions, as appropriate. In addition, NerveCenter
can send a message to an NMP in response to any network condition, whether the condition was
originally detected by the NMP or not.

NM Ps alone can detect a condition and invoke an action in response. However, you must integrate
the NMP with NerveCenter if you want to:

+  Correlate conditions detected by the NMP on different devices
+  Correlate different types of conditions detected by the NMP on the same device

+  Correlate conditions detected by the NMP with other types of events or conditions on the same
device or across different devices
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Integration with NMPs for Node Information

If you're working at alarger site and need a topology map and more event history than
NerveCenter provides, you can use NerveCenter with Hewlett Packard’s OpenView Network Node
Manager.

When used with OpenView Network Node Manager, NerveCenter can take its node information
from the management platform and can be configured to take over all polling activity and event
processing. NerveCenter's main task is to minimize the number of events that appear in the
platform’s event browser. NerveCenter does this by:

+  Filtering out unimportant events
+ Correlating related events and notifying the platform only of the underlying problem
+ Handling problems through automated actions so that no notification is necessary

Figure 1-10 below shows an OpenView event browser that contains a flurry of eventsall caused by
the same problem. Figure 1-11 shows what might appear in the browser if NerveCenter were used
to screen and correlate the conditions and pass on only important information to the platform event
browser.

Figure 1-10. Too Many Events
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DHinor Fri May 01 10:Z8:2F poe.openservice.com Peceived PACEET_LOST trap:
DHinor Fri May 01 10:Z8:2F poe.openservice.com Received PACEET_LOST trap: |
DHinor Fri May 01 10:Z8:2F poe.openservice.com Peceived PACEET_LOST trap: =
< | Ui

51 Events - Critical0 Major:0 Minor51 Warning:0 Mormal:0 i
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Figure 1-11. The Important Events

A All Events Browser

File Actions Miew Help

Ack Severity Date/Time Source Message
DHinor Fri May 01 13:32:45 poe.openservice.con Beceived PACKET LOST trap: of
DHajor Fri May 01 13:3Z:58 poe.openservice.com Serwver has lost its connectic
DNormal Fri May 01 13:34:Z3 poe.openservice.com Server has reestablished conr

L

2

A

3 Events - Critical:0 Major:1 Minor1 ‘Warming:0 Maormal:1

NerveCenter can also set the colors of nodesin the network management platform’s map based on
the severity of NerveCenter alarm states.
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Administering NerveCenter 2

NerveCenter is designed to run in the background, quietly monitoring your network. Fortunately, it
does not require agreat deal of administrative attention. There are, however, someinitial settingsas
well as ongoing maintenance issues that must be attended to. A person designated as a NerveCenter
administrator usually handles these tasks.

This chapter includes the following sections:

Section Description

Who Uses NerveCenter? on Explains the difference between basic users, power users, and
page 28 administrators of NerveCenter.

NerveCenter Login Rightson  Explains the difference between login rights as a user and as an
page 28 administrator.

The Role of a NerveCenter Recommends habits a NerveCenter administrator should develop.

Administrator on page 30
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Who Uses NerveCenter?

Who Uses NerveCenter?

Although not necessary, you may find it helpful to think of three different groups who use
NerveCenter:

+ NerveCenter basic users—monitor NerveCenter using either NerveCenter Client or the Web
Client. They have user login rights and should read the book Monitoring Your Network.

+ NerveCenter power users— design and manage behavior models using the NerveCenter
Client. They have administrator login rights and should read the books Designing and
Managing Behavior Models and Learning How to Create Behavior Models.

+ NerveCenter administrator s— manage the administrative tasks related to NerveCenter. They
have administrator login rights and use the NerveCenter Administrator tool. A NerveCenter
administrator should read this book.

Table 2-1 illustrates the differences between the three.

Table 2-1. The Differences between Three Groups of NerveCenter Users

Primary Task Primary Tool Rights* Book

Basic user Monitoring NerveCenter Client; Web User Monitoring Your
NerveCenter Client Network

Power user Designing and NerveCenter Client Administrator ~ Designing and Managing
managing behavior Behavior Models;
models Learning How to Create

Behavior Models

Administrator ~ Administering NerveCenter Administrator ~ Managing NerveCenter

NerveCenter Administrator

NerveCenter Login Rights

By default, during installation NerveCenter establishes two different groups with different login
rights:

+  NerveCenter users
+ NerveCenter administrators

Only those with NerveCenter administrators login rights can start the NerveCenter Administrator
application.

Those with either NerveCenter administrators and users login rights can start the NerveCenter
Client application. However, opening under NerveCenter Users login rights limits what you can do
with the Client.

28
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NerveCenter Login Rights

Table 2-2 illustrates the difference between NerveCenter administrators and NerveCenter users
login rights.

Table 2-2. User and Administrator Login Rights in NerveCenter Client

User Administrator

v

Monitor active alarms

View an alarm’s history

Reset alarms

Monitor the state of managed nodes

NN NIEN

Generate reports
Create new behavior models
Customize the predefined behavior models

Add login rights to another NerveCenter user

VRN NN NI NN

Modify, copy, or delete an object in the NerveCenter database
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The Role of aNerveCenter Administrator

The Role of a NerveCenter Administrator

Because NerveCenter is intended to run in the background, quietly monitoring your network, it
does not require agreat deal of administrative maintenance. There are, however, afew regular
habits a NerveCenter administrator should develop. These include:

*

*

*

Backing up the NerveCenter database. See Backing up the Database on page 162.
Checking to see that there is available disk space for each log file.

Checking log filesto make sure they are truncating to the correct size. See Specifying Settings
for Log Management on page 148.

Checking for logged errors or messages in the event viewer for Windows or the system log
filesfor UNIX. These errors or messages could indicate problems that could be currently
affecting NerveCenter performance or could later develop into a problem.

Checking all your NerveCenter Server's Server Status pages to make sure all necessary
connections are available. See Viewing Information about the Satus of a NerveCenter Server
on page 42. You will want to monitor information on the following tabs:

+ Node Source: |sthe connection with the node data source still available?
+ Inform Configuration: Isthe inform recipient list current?

+  Connected NerveCenter: Does thislist show al the NerveCenter Servers that may
potentially send the active server an inform packet?

+  OpC Host: I'sthe connection to the machine hosting OpenView I T/Operations still
available.

Updating any relevant changesin IP addresses, such as the location of a node data source or
inform recipients.

Keeping various NerveCenter login rights current to reflect changes in personnel. See
Managing NerveCenter Security on page 129.

Keeping the NerveCenter serial numbers up to date. See Working with NerveCenter Serial
Numbers on page 53.

Maintaining your network management platform with good procedures. For example, in
Network Node Manager running ovtopofix -a weekly to reconcile the Network Node
Manager databases.

Monitor Open Software Technical Support Web for newsideas and procedures at
WWW.open.com.
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Running the NerveCenter Server 3

Before a client can connect to a NerveCenter Server, the Server must be installed and running. See
Installing NerveCenter for instructions on installing the NerveCenter Server and other applications.
This chapter explains how to start and stop the NerveCenter Server.

This chapter includes the following sections:

Section Description

Running the NerveCenter Server  Explains how to start and stop the NerveCenter Server on a UNIX
on UNIX on page 32 platform.

Running the NerveCenter Server  Explains how to start and stop the NerveCenter Server on aWindows
on Windows on page 32 platform.

Troubleshooting: Running the Lists common problems users face when running the NerveCenter
NerveCenter Server on page 33 Server.
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Running the NerveCenter Server on UNIX

Running the NerveCenter Server on UNIX

®,
o

If NerveCenter is not running as a UNIX daemon, you can start it manually.

To start NerveCenter Server manually on UNIX:

1. Beforeyou can run any NerveCenter application on UNIX, you must set the necessary
environments by executing one of the following shell scripts:

+ ingtall_path/userfiles/ncenv.sh

+ ingtall_path/userfiles/ncenv.csh

+ ingtall_path/userfiles/ncenv.ksh

whereinstall_path istypicaly /opt/0SInc.

Tip  Anadministrator should add the lines from these filesto the login scripts of al userswho are
going to be using NerveCenter on UNIX.

2. Fromtheinstall_path/bin directory, whereinstall _pathistypically /opt/0SInc, typethe
following command:

install_path/bin/ncstart

Note If you want to disable all alarms when you start the server (for example, if you create an
alarm that crashesthe server) typencstart -off

For other command line switches see Controlling NerveCenter from the Command Line on
page 229.

Running the NerveCenter Server on Windows

During a NerveCenter installation, the NerveCenter Server isinstalled as a Windows service.
During installation, the choice is given to have the NerveCenter Server service start up
automatically.

If the NerveCenter Server isinstalled as a service but not as an automatic service, you must start it
manually each time.

To start the NerveCenter Server as a service:

Use any of the following methods:

+ Choose Start > Programs > OpenService NerveCenter > NerveCenter Service.

+  Select the NerveCenter Service from Service applet in the Windows Control Panel and choose
Start.
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Troubleshooting: Running the NerveCenter Server

*

From the command line, type:

ncstart -s

R To stop running the NerveCenter Server as a service:

Use either of the following methods:

*

Select the NerveCenter Service from the Windows Services applet in the Windows Control
Panel and chose Stop.

From the command line, type:
ncstop -s

to stop the NerveCenter Service
or

ncstop -All

which stops al running NerveCenter applications.

Troubleshooting: Running the NerveCenter Server

This section contains some common problems users have when running the NerveCenter Server.

*

*

*

*

UNIX will not start the NerveCenter Server
An alarm causes the NerveCenter Server to crash every time | start it on page 34
The NerveCenter Server does not start on Windows on page 34

| need to get a better idea of what the NerveCenter Server is doing on Windows. Can |
temporarily run it as a process? on page 34

UNIX will not start the NerveCenter Server

Problem: The environment variables are not set.

Solution: Execute one of the following shell scripts:

*

*

*

<install_path>/userfiles/ncenv.sh
<install_path>/userfiles/ncenv.csh
<install_path>/userfiles/ncenv.ksh

where <install_path> istypically /opt/0SiInc.

See Running the NerveCenter Server on UNIX on page 32.
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Troubleshooting: Running the NerveCenter Server

An alarm causes the NerveCenter Server to crash every time | start it
Problem: Any alarm that is enabled when a NerveCenter Server stopsis still enabled when the
NerveCenter Server starts again.

Solution: Start the NerveCenter Server with al its alarms turned off by typing at the command
prompt ncserver -off &.

See Running the NerveCenter Server on UNIX on page 32 or Running the NerveCenter Server on
Windows on page 32.

The NerveCenter Server does not start on Windows
Problem: The NerveCenter Server was installed as a manual service.
Solution: Start the NerveCenter Service manually by typing at the command prompt ncstart -s.

See Running the NerveCenter Server on Windows on page 32.

| need to get a better idea of what the NerveCenter Server is doing on
Windows. Can | temporarily run it as a process?
Problem: NerveCenter typically runs as a Windows service, which causes anumber of itsfunctions
to be hidden to users.
Solution: You can start NerveCenter Server as a Windows process by typing at the command line

ncstart -p.

For more infomration, see ncstart on page 253.
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Connecting to the NerveCenter Server 4

For you to administer one or more NerveCenter Servers, you will need to make a connection
between the NerveCenter Server and a NerveCenter Administrator application.

This chapter includes the following sections:

Section

Description

Sarting NerveCenter
Administrator on page 36

Connecting Administrator to a
NerveCenter Server on page 38

Connecting Administrator to
More Than One NerveCenter
Server on page 40

Deleting a Name from the
Administrator’s Server List on

page 41

Viewing Information about the
Satus of a NerveCenter Server on
page 42

Disconnecting the Administrator
froma NerveCenter Server on
page 43

Troubleshooting: Connecting to
the NerveCenter Server on

page 44

Explains how to start the NerveCenter Administrator application.

Explains how to connect a NerveCenter Administrator to a
NerveCenter Server.

Explains the issues involved in connecting a single NerveCenter
Administrator to more than one NerveCenter Server.

Explains how to delete a misspelled or old server name from the
Administrator’s server list.

Explains how to view the Server Status window to view basic
information concerning the active NerveCenter Server.

Explains how to disconnect the NerveCenter Administrator from a
NerveCenter Server without closing the Administrator window.

Lists common problems users face when starting the NerveCenter
Administrator and connecting to a NerveCenter Server.
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Starting NerveCenter Administrator

Starting NerveCenter Administrator

The NerveCenter Administrator provides an administrator information about one or more active
NerveCenter Servers. An administrator also uses the application to configure settings on a
NerveCenter Server.

Starting the NerveCenter Administrator differs depending on the operating system:
+  Sarting the NerveCenter Administrator on UNIX on page 36
+  Sarting the NerveCenter Administrator on VWindows on page 37

Starting the NerveCenter Administrator on UNIX
< To start the NerveCenter Administrator on UNIX:
1. Openatermina window.

2. Typethe following command:

ncadmin &

If you receive an error message, it is possible the necessary environment variables have not
been set. See Running the NerveCenter Server on UNIX on page 32.

A NerveCenter Administrator window opens.
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Starting NerveCenter Administrator

Starting the NerveCenter Administrator on Windows
> To start the NerveCenter Administrator on Windows:

1. Select Start.

Note Thefollowing isthe default path suggested during NerveCenter installation. It could be
different.

2. Select Programs, then OpenService NerveCenter.

3. Select Administrator.

A NerveCenter Administrator window opens.

% DpenService NerveCenter Administrator H=
Admin - Server View Help

88

For Help, prass F1 4

Tip Itisasopossibleto start the NerveCenter Administrator from a command prompt, by typing
ncadmin.
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Connecting Administrator to a NerveCenter Server

Connecting Administrator to a NerveCenter Server

|

Before you can use the NerveCenter Administrator, you must connect to a NerveCenter Server. The
NerveCenter Server provides the functionality required to manage your network. Also, it givesthe
NerveCenter Administrator access to the settings found in the NerveCenter database.

You can connect your NerveCenter Administrator to more than one server at one time. However,
only one NerveCenter Server can be the active server at atime. The active server determines which
NerveCenter database is used when you are configuring settings.

To connect a NerveCenter Administrator to a NerveCenter Server:

1. Open NerveCenter Administrator. See Sarting NerveCenter Administrator on page 36.

2. From the Server menu, select Connect Server.

The Connect to Server window is displayed.

Connect to Server EHE

Server Name I j

User ID I

Passward I

Connect I Cancel | Help |

3. Do one of the following:

a. If thisisthefirst time connecting to the NerveCenter Server, typein the Server Namefield
the hostname or |P address of the machine on which the NerveCenter Server is running.

b. If you have connected to the server before, select the name or | P address from the Server
Name list.

Thefirst time you connect to a server, thelist is empty. After that, it contains alist of the
machines to which you've connected, or attempted to connect, in the past. The list will not
display the names of machines to which this NerveCenter Administrator is already connected.
(For information on removing an entry from the Server Name list, see the section Deleting a
Name from the Administrator’s Server List on page 41.)

4. IntheUser ID and Password fields, type an appropriate user name and password or |eave these
fields blank.
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Connecting Administrator to a NerveCenter Server

Tip  If you are running NerveCenter Administrator on a Windows machine and you want to
connect to a NerveCenter Server using the same user name and password you used to log in
to Windows, you can leave these fields blank. Otherwise, you must enter a user name and
password.

5. Select Connect.

If the machine to which you try to connect is not running a NerveCenter Server, you will see
the message: The server did not respond.You must first start the NerveCenter Server
and then try to connect again. See Running the NerveCenter Server on page 31 for more
details.

When the NerveCenter Administrator connects to aNerveCenter Server, the Administrator window
for that server appears.

%% FLITTERID I9[=] B3

Log I OpC Host I Licenze I Ports I Clazszify
I Filters | Inform Configuration | Actions | SMMP | SNMPya
Server Mode Source

Install Directory

C:\Program files\OpenServiceyMerveCentert,

Trap Source IMSTHAP 'l
Dizcover Modes from Traps INone VI

Process Traps From Unknown Modes |

Apply All Masks For Each Trap 5

MIB

Mame Inervectr.mib

Diirectory

IEI: “Program files\OpenService\MerveCentert,

Reload m

Save Lloze Undo | Help I
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Connecting Administrator to More Than One NerveCenter Server

Itis possible to use a NerveCenter Administrator to connect to more than one NerveCenter Server
at the same time. However, only one NerveCenter Server can be the active server at atime. The
active server determines which NerveCenter database is used when you are configuring settings.

To connect a NerveCenter Administrator to more than one NerveCenter Server, follow the stepsin
the section Connecting Administrator to a NerveCenter Server on page 38 for each NerveCenter
Server. NerveCenter Administrator will display awindow for each connected NerveCenter Server.
You will probably need to move the windows to view each Server separately.

Figure 4-1. NerveCenter Administrator Connected to More Than One NerveCenter Server

*$ DpenService NerveCenter Administrator - NEO =] E3 I

Admin  Server  Wiew Window Help
& FLITTERIO
teg | o+ I (=[]
IP Filters | Inform C
E— IF Filters | Inform Configuration | Actions | SMMP | SMMPya
Log | OpC Host | Licenze I Ports I Clazszify
Server | Mode Source
Install Directory
IE:\Program file
Install Directory
Trap Source I
Dizcover Modes Trap Source I vl
Fracess Traps F Discover Modes from Traps INone VI
Apply All Masks Process Traps From Unknown Modes m
MIE Apply Al Masks For Each Trap 5
Mame I MIB
iy Mame Inervectr.mib
IE:\Program f .
Diirectory
Felaad I Id:\Program Filez\OpenService\Mervelenter',
Reload m
Save | |
| Save I | Lloze I | Undo I | Help I
For Help, press F1 E" &

The name of the active server always appears in the title bar of the main NerveCenter
Administrator window.
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Deleting a Name from the Administrator’s Server List

Deleting a Name from the Administrator’s Server List

NerveCenter maintains alist of serversthat the NerveCenter Administrator has attempted to
connect to in the past. Thislist isused in the Connect to Server window, which you use to connect
the administrator to a server.

As helpful asthislist is, there may be times when you need to delete a server from thislist. It may
be the name of a server that you will never connect to again. It could also be the misspelled name of
a server you were unable to connect to because of the misspelling.

To delete a server from the Administrator’s server name list:

1. Open NerveCenter Administrator. See Sarting NerveCenter Administrator on page 36.

2. From the Admin menu, select Configuration.

The NCAdmin Configuration window is displayed.

MCAdmin Configuration
Server Port
Server Mame List
CAREY
COBALT [elete
MOZART _I
Save I Cancel | Undo | Help |

The Server Name List contains the names of all the machines this NerveCenter Administrator
has attempted to connect to in the past.

3. Inthe Server Name List, highlight the machine name that you wish to delete.

4. Select Delete.

The machine name is removed from the Server Name List.

5. Select Save.

The server’'s name is permanently deleted from the Server Name List for this NerveCenter
Administrator.

Chapter 4, Connecting to the NerveCenter Server 41



Viewing Information about the Status of a NerveCenter Server

Viewing Information about the Status of a NerveCenter Server

The Server Status window of NerveCenter Administrator and Client allow you to see current
information pertaining to an active NerveCenter Server.

To view information about a NerveCenter Server:

1. Open NerveCenter Administrator and connect to a NerveCenter Server See Connecting
Administrator to a NerveCenter Server on page 38.

2. From the Server menu, select Server Status.

NerveCenter displays the Server Status window for the active NerveCenter Server.

STRIDER:Server Status

Connected MerveCenters I Connected Clients I Connected Administrators I OpC Host I
Server | Licenze I Database I Mode Source I Inform Configuration

Server Machine Mame

Server [P Address

Connection Port

MerveCenter Infarm Part

Command Line Interface Port

Time Started

Dizcover Modes From Traps

Process Traps From Unknown Modes

Apply Al Masks For Each Trap

[105217410

[32504

[42505

|42508

IDS.-"I 4/2000 10:25:52

[Fitter

IFaIse

IFaIse

Cloze | Help I

3. To close the window, select Close.

The Server Status window has several tabsthat display read-only data about the active NerveCenter
Server. Table 4-1 describes the Server Status Tabs.

Table 4-1. Server Status Tabs

Server

License

Database

Displays information about the connected NerveCenter Server, such
asits ports and basic settings.

Displays information about the serial numbers associated with the
active NerveCenter Server.

Displays information about the database this NerveCenter Server is
using. Includes statistics onits current behavior models.

42

Managing NerveCenter



Disconnecting the Administrator from a NerveCenter Server

Table 4-1. Server Status Tabs (continued)

Node Source

Inform Configuration

Connected NerveCenters

Connected Clients

Connected Administrators

OpC Host

Displays the node filters as well as node source, if applicable, this
NerveCenter Server is using to maintain its node list.

Displays the settings involved in forwarding event information to
one or more inform recipients.

Displays information about each NerveCenter Server that may
potentialy send an inform packet to the active NerveCenter Server.

Displays information about each host running a NerveCenter Client
connected to the active NerveCenter Server.

Displays information about each host running a NerveCenter
Administrator connected to the active NerveCenter Server.

Displays information, if applicable, about the NerveCenter's HP
OpenView | T/Operations host.

Disconnecting the Administrator from a NerveCenter Server

When you close a NerveCenter Administrator, all connections to NerveCenter servers are broken.
However, you may also want to disconnect the administrator from a server without stopping a

NerveCenter Administrator.

<> To disconnect a NerveCenter Administrator from a server:

1. InNerveCenter Administrator, select the window of the server from which you want to

disconnect.

H | 2. From the Server menu, choose Disconnect Server.

A warning message appears asking if you are sure you want to disconnect from the active

Server.

DOpenService NerveCenter Administrator E

& Do vou wank to cose connection with FLITTERIO?

874 I Cancel |

3. Select OK.

NerveCenter Administrator remains open but is no longer connected to the NerveCenter Server.

Chapter 4, Connecting to the NerveCenter Server
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Troubleshooting: Connecting to the NerveCenter Server

Troubleshooting: Connecting to the NerveCenter Server

The following list contains some common problems users have when starting NerveCenter
Administrator and connecting to the NerveCenter Server.

UNIX will not start the NerveCenter Administrator
Problem: The environment variables are not set.
Solution: Execute one of the following shell scripts:
+ /opt/osinc/userfiles/ncenv.sh
¢ /opt/osInc/userfiles/ncenv.csh
¢ /opt/0sInc/userfiles/ncenv.ksh

See Running the NerveCenter Server on UNIX on page 32.

While trying to connect to a NerveCenter Server | get the message: The
server did not respond

Problem: The NerveCenter Server is not currently running.

Solution: Start the NerveCenter Server and then connect.

See Running the NerveCenter Server on UNIX on page 32 or Running the NerveCenter Server on
Windows on page 32.

| misspelled a server name while trying to connect and now the
misspelled name appears in the NerveCenter Administrator Server Name

list
Problem: NerveCenter Administrator remembers the name of every server you attempted to
connect to.

Solution: Remove the misspelled name by deleting it from the Administrator’s configuration
window.

See Deleting a Name from the Administrator’s Server List on page 41.
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Managing the NerveCenter Server 5

NerveCenter is based on aclient/server architecture. This means the user views information and
interacts with NerveCenter through client applications while most of NerveCenter’s actions are
carried out by the NerveCenter Server.

Much of the information NerveCenter needs to detect and correlate events are provided when
behavior models are created. However, a NerveCenter administrator must configure and maintain
certain foundational settings.

Note To change the default port settings used by NerveCenter for various communications, see
Managing NerveCenter Port Settings on page 61.

This chapter includes the following sections:

Section Description

Managing the NerveCenter Trap Explains how to determine and change the trap source, or trap
Source on page 46 engine, you want to use for capturing SNMP traps.

Working with NerveCenter Serial Explains the purpose of NerveCenter serial numbers and how to add
Numbers on page 53 and delete them.

Reconfiguring a NerveCenter Explains how to change settings to a NerveCenter Server by

Server fromthe Command Line  importing an .ini file.

on page 57

Troubleshooting: Managing the  Lists common problems users face when managing the NerveCenter
NerveCenter Server on page60  Server.




Managing the NerveCenter Trap Source

Managing the NerveCenter Trap Source

During installation, you indicated which trap source, or trap engine, you wanted to use for
capturing SNMP traps. You can later change this trap source. Keep in mind that neither MSTrap
nor OV TrapD support SNMP v3.

See the following sections for more information:
+  Trap Source Overview on page 46

+  Changing the SNMP Trap Source on page 47

Trap Source Overview

During installation, you indicated whether NerveCenter should be configured to support SNMP v3.
Depending on your answer, your platform, and whether OpenView Network Node Manager is
coresident on your system, your trap source is one of the following:

Table 5-1. NerveCenter SNMP v3 Trap Sources

Platform OpenView Coresident OpenView Not Coresident
Windows NerveCenter or NerveCenter

OVTrapD MSTrap
UNIX NerveCenter or NerveCenter

OVTrapD

When NerveCenter is your trap source, NerveCenter uses the port specified on the Ports tab for
capturing traps. Thisvalue, SNMP Trap port, is 162 by default. If you want NerveCenter to capture
traps, this port must be free for NerveCenter to capture the traps.

During installation, if you selected SNM P v3 support in NerveCenter, you were asked to disable
MSTrap or OV TrapD service on your system so that the trap port (162) would be free for
NerveCenter to use.

After installation, you can change the trap source in NerveCenter Administrator. Keep in mind that
neither MSTrap nor OV TrapD support SNMP v3.

Following are the types of traps supported by the trap engines:
*  OVTrapD: SNMPv1 and v2C traps

*  MSTrap Service: SNMP v1 traps

+ NerveCenter: SNMPv1, v2C, and v3 traps

To manage SNMP v3 traps, you must use NerveCenter as a trap source.

46

Managing NerveCenter



Managing the NerveCenter Trap Source

Changing the SNMP Trap Source

When NerveCenter is your trap source, NerveCenter uses the port specified on the Ports tab for
capturing traps. Thisvalue, SNMP Trap port, is 162 by default. If you want NerveCenter to capture
traps, this port must be free for NerveCenter to capture the traps. This may require that you shut
down MS Trap service and/or OV TrapD.

Follow the steps below to change the trap source used to process traps. The sequence isimportant
because the current trap source has to release the port before the new trap source can use that port.

<> To change the NerveCenter trap source:

1. Open NerveCenter Administrator and connect to the appropriate Server.
See Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Server tab.
The Server pageis displayed.

*% FLITTERID [_ O] x|
Log I OpC Host I Licenze I Ports I Clazszify
I Filters | Inform Configuration | Actions | SMMP | SNMPya
Server Mode Source

Install Directory

C:\Program files\OpenServiceyMerveCentert,

Trap Source IMSTHAP 'l
Dizcover Modes from Traps INone VI

Process Traps From Unknown Modes |

Apply All Masks For Each Trap 5

MIB

Mame Inervectr.mib

Diirectory

IEI: “Program files\OpenService\MerveCentert,

Reload m

Save | Lloze | Undo | Help I

3. Select the trap engine you want to use from the Trap Source drop-down listbox.

4. Select Save.
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5. Shut down the NerveCenter Server.

6. |If applicable, stop the old trap service and then start the new one.
Refer to the table below for details.

7. Restart the NerveCenter Server.

The Table 5-2 summarizes what to do when changing the trap source.

Table 5-2. Changing the Trap Source

Switching From Switching To Action To Take ...
OVTrapD NerveCenter Shut down OV TrapD and MS Trap service. If
or both are on your system, shut down both.
MS Trap Disablethe MS Trap Service.
If SNMP Trap port is other than 162 in
NerveCenter, you don't need to shut down
OVTrapd or MSTrap service.
NerveCenter OVTrapD Start OV TrapD.
NerveCenter MS Trap Start MS Trap service.
Disable the NerveCenter SNMP Trap service.
OVTrapD MS Trap Stop OV TrepD. Start MS Trap service.
MS Trap OVTrapD Stop MS Trap service. Start OV TrapD.

<> To change from the NerveCenter Trap Service to MSTRAP:

1. Select MSTRAP asyour trap source.
a. Open NerveCenter Administrator and connect to the appropriate Server.

b. Select the Server tab.
The Server tab displays.

c. Select MSTRAP from the Trap Source drop-down listbox.

d. Select Save.
A dialog box displays stating Data saved successfully.

2. Disconnect from the Server and shut down NerveCenter Administrator.

3. Stop the following servicesin the order given:
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a. NerveCenter service
b. NerveCenter SNMP service

4. Set Startup type of the SNMP Trap Service to Automatic.

Follow the instructions of To disable the MS Trap service: on page 51, except select
Automatic instead of Disabled.

5. Start the following service in the order given:
a. SNMP Trap Service service
b. NerveCenter SNMP service

c. NerveCenter service

If you have snmputil installed, you can test that MS Trap service is receiving traps.
<> To test MS Trap service is receiving traps:

1. Runsnmputil trap a acommand prompt.

The utility returns snmputil: listening for traps...

2. Enter the following command:
trapgen -vl1 your ip-address 1.3.6.1.4.78 your ip-address 6 101 132
snmputil should return the following text:

Incoming Trap:

generic = 6

specific = 101

enterprise = .iso.org.dod.internet.private.enterprises.78
agent = your ip-address

source IP = your ip-address

community = public

If the AllTraps_LogToFile alarm is enabled, the altraps.log should contain the following lines.

Time=10/22/2002 13:11:02 Tue; LogId=1; DestStateSev=Normal;
NodePropertyGroup=NC

DefaultGroup; NodeName=mycomputer; AlarmName=AllTraps LogToFile;
OrigState=Ground;

TriggerName=allTraps; DestState=Logging; TrapPduTime=132;
TrapPduGenericNumber=6

; TrapPduEnterprise=1.3.6.1.4.1.78; TrapPduSpecificNumber=101;
TriggerInstance=;
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TriggerBaseObject=
& To change from the MSTRAP Service to NerveCenter Trap Service:
1. Select NerveCenter as your trap source.

a. Open NerveCenter Administrator and connect to the appropriate Server.

For instructions, see Managing NerveCenter.

b. Select the Server tab.
The Server tab displays.

c. Select NerveCenter from the Trap Source drop-down listbox.

d. Select Save.
A dialog box displays stating Data saved successfully.

2. Disconnect from the Server and shut down NerveCenter Administrator.

For instructions, see Managing NerveCenter.
3. Stop thefollowing servicesin the order given:

a. NerveCenter service

b. NerveCenter SNMP service

c. SNMP Trap Service service

4. Set Startup type of the SNMP Trap Serviceto Disabled.
Follow the instructions of To disable the MS Trap service: on page 51.

5. Start the following servicesin the order given:
a. NerveCenter SNMP service

b. NerveCenter service

You can test that the NerveCenter Trap service is running.
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o To Test NerveCenter Trap service is receiving traps:

1.

Run traprcv in acommand window.

The utility returns Waiting for traps.

Enter the following command:
trapgen -vl1 your ip-address 1.3.6.1.4.78 your ip-address 6 101 132
traprev should return the following text:

Received SNMPv1l Trap:
Community: public

From: your ip-address:2057
Enterprise: enterprises.?
Agent-addr: your ip-address
Enterprise Specific trap: 101
Time Ticks: 132

If the AllTraps_LogToFile alarm is enabled, the altraps.log should contain the following lines.

Time=10/22/2002 13:38:02 Tue; LogId=1; DestStateSev=Normal;
NodePropertyGroup=NC

DefaultGroup; NodeName=mycomputer; AlarmName=AllTraps LogToFile;
OrigState=Ground;

TriggerName=allTraps; DestState=Logging; TrapPduTime=132;
TrapPduGenericNumber=6

; TrapPduEnterprise=1.3.6.1.4.1.78; TrapPduSpecificNumber=101;
TriggerInstance=;

TriggerBaseObject=

o To disable the MS Trap service:

Windows 2000 Professional

1.

Open the Services control panel by selecting the following from the Start menu:

Settings > Control Panel > Administrative Tools > Services
Right-click on the SNMP Trap Service and select Properties from the menu.
From the Startup Type listbox, select Disabled.

Select OK.
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Windows NT 4.0

1.

Open the Service control panel by selection the following from the Start menu:

Settings > Control Panel > Services

Select the SNMP Trap Service.

Select Startup.

Under Startup Type, select the Disabled radio button.
Select OK.

Select Close.
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Working with NerveCenter Serial Numbers

Every NerveCenter Server needs at least one serial number. Each NerveCenter serial number
provides:

+  Thenumber of NerveCenter Clientsthat are permitted to connect to that NerveCenter Server
+  The number of nodes that the NerveCenter Server can monitor

You can purchase new serial numbers from your authorized sales reseller or representative to
increase the number of NerveCenter Clients that can connect to a NerveCenter Server and/or the
number of nodes that can be monitored by a NerveCenter Server.

The sequencing of the serial number keysis not guaranteed. There is no way to tell which single
serial number isactive at any instant. The total number of nodes and Clients that can connect to the
Server are acumulative figure of all the serial numbers that have been accepted.

When managing NerveCenter serial numbers, an administrator may be expected to perform two
actions:

+ Adding a Serial Number to a NerveCenter Server on page 54
+ Deleting an Old Serial Number from a NerveCenter Server on page 55

To learn about the rules NerveCenter follows and restrictions imposed when adding and deleting
serial numbers, see NerveCenter Rules for Managing Serial Numbers on page 56.
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Adding a Serial Number to a NerveCenter Server

Once you obtain a new serial number from your authorized sales representative, you will need to
add the serial number to the appropriate NerveCenter Server.

Note You can also add a NerveCenter serial number using the ImportUtil tool. See Reconfiguring
a NerveCenter Server from the Command Line on page 57.

<> To add a new serial number to a NerveCenter Server:

1. Open NerveCenter Administrator and connect to the appropriate Server. See Connecting
Administrator to a NerveCenter Server on page 38.

2. Select the License tab.
The License tab is displayed.

%% STRIDER =1 E3
I Filters | Inform Configuration | Actions | SMMP | SMMPya
Server Mode Source
Log I OpC Host License | Ports I Clazszify

Serial Mumber

Add | Welete |
 License Information -~ Total License Informatior
Start Date IDS-D?-2DDD Modes I‘IDDDD
Client

EndDate  [1091:2000 || goor ions[10
Ciuration IBD days

MNodes I‘IDDDD

Client

Connections I‘ID

Key D |93
| Save I | Lloze I | Undo I | Help I

The license tab of administrator allows you to view information about current serial numbers,
delete old serial numbers, and add new serial numbers.

3. Inthe Serial Number field, type the new serial number.
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4. Select Add.

Licensing information associated with this serial number is displayed at the bottom of the
License tab.

5. If you have more than one serial number, repeat steps 3 and 4.

6. Select Save.

The NerveCenter Server monitors as many nodes and establishes a connection with as many
NerveCenter Clients as the serial number permits.

Deleting an Old Serial Number from a NerveCenter Server

AsaNerveCenter serial number expires, you may want to remove it from the NerveCenter Server’s
data

Note NerveCenter will not allow you to delete your last serial number. If you want to replace an
eval uation serial number with a permanent one, add the permanent number first and then you
can delete the evaluation number.

<> To delete an old serial number from a NerveCenter Server:

1. Open NerveCenter Administrator and connect to the appropriate Server. See Connecting
Administrator to a NerveCenter Server on page 38.

2. Select the License tab.
The License tab is displayed.

3. Fromthelist of serial numbers, highlight the serial number you want to remove.

4. Select Delete.

The serial number is removed from the serial number list.

5. Select Save.

The serial number is removed from the NerveCenter Server.
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NerveCenter Rules for Managing Serial Numbers

NerveCenter tracks how many serial numbers are registered for a particular NerveCenter Server
and what types of serial numbersthey are (permanent or evaluation). NerveCenter follows certain rules
to manage serial numbers. For example, when removing serial numbers, NerveCenter will not alow you to

delete your last serial number.

The following table summarizes the rules that NerveCenter follows to manage serial numbers.

Table 5-3. NerveCenter Rules for Serial Numbers

If you currently have ...

NerveCenter does the following ...

No serial number

Evaluation serial number

Expired evaluation serial
number

One or more permanent
serial numbers

*

*

Accepts either an evaluation or permanent serial number.

Does not manage a network until you have added at least one valid
evaluation or permanent serial number.

Accepts a permanent serial number to replace the evaluation number. Add
the permanent number first and then you can delete the evaluation number.

Does not accept any additional evaluation serial numbers.
Does not allow you to delete the last serial number.
Does not accept duplicate entries for the same serial number.

Automatically removes the expired number from the list and reduces
accordingly the total number nodes and clients that are managed.

Accepts either avalid evaluation or permanent serial number.
Accepts any number of additional permanent serial numbers.

Accepts asingle valid evaluation serial number; a second evaluation serid
number will not be accepted.

Allows you to delete any of the serial numbers except the last one.
Does not accept duplicate entries for the same serial number.
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Reconfiguring a NerveCenter Server from the Command Line

An alternative to using the NerveCenter Administrator to configure a NerveCenter Server isto use
the utility ImportUtil. Using this utility allows you to reconfigure a setting on more than one
NerveCenter Server at atime by changing one file and importing it to al the relevant servers.

To reconfigure a NerveCenter Server from the command line:

Find thefile imputil.ini

+ Inatypica NerveCenter installation on Windows, this file can be found in the folder
Sms, in the NerveCenter folder.

+ Inatypical NerveCenter installation on UNIX, thisfile can be found in the directory
install_path/userfiles, whereinstall_pathistypicaly /opt/osInc.

Thefile imputil.ini ismade of anumber of sections that include a section header and keys.

2. Before making any changes, create a backup copy of the file imputil.ini.

Caution Youwill not be ableto restorethe origina imputil.ini after making changesto the

file, unless you first make a backup copy.

Delete al but the relevant sections to be changed.

All sectionsin thefile are optional. If you remove a section, including the section header and
keys, ImportUtil does not change or delete any valuesin the NerveCenter configuration
settings for that key.

For example, if you are changing a value found only in the section [CONFIG SERVER], you
delete all sections except the section header and the values in the [CONFIG SERVER] section.
ImportUtil will only change the values pertaining to that section.

Within the remaining sections, delete everything but the section headers and the relevant keys.

Any new values|eft in imputil.ini will overwrite the old values. To avoid having placeholders
overwrite legitimate values, delete any unnecessary keys before running |mportUtil.

For example, if within the [CONFIG_SERVER] section you only want to change the value of
the key InformNCListenPort, delete al but the following:

[CONFIG SERVER]

InformNCListenPort = port
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Caution If you are configuring either the section [CONFIG PLATFORM NETNODENOTIFY] Of
[CONFIG PLATFORM MAPSUBNETS], you need toinclude all values, including old
values. ImportUtil deletes values from the NerveCenter configuration settings that are
not included in these sections. Please read the comments before each section in thisfile
for more information.

5. Change the values by replacing the placeholders after the equal sign (=) with valid values.
Unless otherwise noted, you may not leave the value after akey blank.

For example, if you want to change the value of the key InformNCListenPort to 6024, change
thefile to read:

[CONFIG SERVER]

InformNCListenPort = 6024
6. Savethe changedfile.

7. Whilethe NerveCenter Server is running, run the utility ImportUtil from a UNIX shell or a
Windows command prompt by typing:

importutil imputil.ini

Note You must either bein the same directory as the imputil.ini file or include the full pathname
of the imputil.ini file.

NerveCenter notifies you upon successful completion of the reconfiguration.

For more information about each sectionin imputil.ini, refer to Table 5-4.

Table 5-4. Information About imputil.ini Sections

For Information About... Refer to This Book...

CONFIG_PLATFORM Integrating NerveCenter with a Network Management
Platform

CONFIG_PLATFORM_MAPSUBNETS Integrating NerveCenter with a Network Management
Platform

CONFIG_PLATFORM_NETNODENOTIFY Integrating NerveCenter with a Network Management

Platform
CONFIG_SERVER Managing NerveCenter
CONFIG_SERVER_PATH Managing NerveCenter
CONFIG_SERVER_PAGER Managing NerveCenter
CONFIG_SERVER_SNMP Managing NerveCenter
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Table 5-4. Information About imputil.ini Sections (continued)

For Information About... Refer to This Book...
CONFIG_SERVER_SNMPV3 Managing NerveCenter
CONFIG_SERVER_LOGS Managing NerveCenter
CONFIG_SERVER_MSMAIL Managing NerveCenter
CONFIG_SERVER_SMTPMAIL Managing NerveCenter
IMPORT_MODEL Designing and Managing Behavior Models
IMPORT_NODE Designing and Managing Behavior Models
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Troubleshooting: Managing the NerveCenter Server

The following list contains some common problems users have when managing the NerveCenter
Server.

When | try to connect to a NerveCenter Server it tells me: Number of
allowed client connection exceeded

Problem: The NerveCenter Server’s license has expired or isinadequate for your needs.

Solution: Contact your authorized NerveCenter reseller or representative to obtain a new seria
number.

See Working with NerveCenter Serial Numbers on page 53.

| need to make the same changes to several NerveCenter Servers

Problem: It would be time consuming to configure each NerveCenter Server manually from the
NerveCenter Administrator.

Solution: Create one impultil.ini file and import it to al the NerveCenter Servers.

See Reconfiguring a NerveCenter Server from the Command Line on page 57.

Importing imputil.ini caused unwanted changes to a NerveCenter Server
Problem: ImportUtil imports al values found in imputil.ini, including the defaults.
Solution: When using ImportUtil, delete all but the relevant keys.

See Reconfiguring a NerveCenter Server from the Command Line on page 57.
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NerveCenter is based on a client/server architecture. This means that while the NerveCenter Server
does the work, you make changes to the server using a client application, such as NerveCenter
Client and NerveCenter Administrator. For these applications and a NerveCenter Server to
communicate, they must use the same port connection.

The Port tab enables you to specify various ports used by the NerveCenter Server.
This chapter includes the following sections:

Section Description

NerveCenter’s Client/Server Explains how to change the port at which NerveCenter Server
Communication Port on page 62 communicates with its client applications.

Configuring NerveCenter to Explains how to configure a NerveCenter Server to receive an inform
Receive Inform Actions on action from another NerveCenter Server.

page 66

Changing the Command Line Explains how to change the port NerveCenter uses for its command line
Interface Port on page 68 interface.

Fecifying SNMP Ports for Describes how to configure the ports NerveCenter uses to receive SNMP
NerveCenter on page 70 traps and send/receive SNMP correspondences.

Troubleshooting: Managing Provides troubleshooting tips related to ports.

NerveCenter Port Connectionson

page 72
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NerveCenter’s Client/Server Communication Port

NerveCenter is based on a client/server architecture. This means that while the NerveCenter Server
does the work, you make changes to the server using a client application, such as NerveCenter
Client and NerveCenter Administrator. For these applications and a NerveCenter Server to
communicate, they must use the same port connection.

By default, NerveCenter Server communicate on the special port 32504. If for some reason—such
asthis port is being used by another application—it becomes necessary to change NerveCenter's
communication port, an administrator may do so. However, the administrator must follow all of
these procedures:

+  Configuring the NerveCenter Server Connection Port on page 62
+  Changing the NerveCenter Administrator’s Server Port on page 64
+  Changing the NerveCenter Client's Server Port on page 65

Caution Any application attempting to communicate with a NerveCenter Server must have a
matching communication port number.

Configuring the NerveCenter Server Connection Port

The NerveCenter Server communicates with other applications, such as NerveCenter Client and
NerveCenter Administrator, on a special connection port.

By default, this port number is 32504.
To change the NerveCenter Server connection port:

1. Open NerveCenter Administrator and connect to the appropriate Server.
See Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Ports tab.
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The Portstab is displayed.

%% STRIDER =] E3
I Filters | Inform Configuration | Actions | SMMP | SMMPya
Server Mode Source
Log I OpC Host I Licenze Ports | Clazszify

Client Connection |32504
MerveCenter Inform |32505
Command Line Interface |32508

SMNMP Poll Paort 161
SMNMP Trap 162
| Save I | Lloze I | Undo I | Help I

3. IntheClient Connection field, enter the port number you want the NerveCenter Server to use
for client/server communication.

Caution Remember the port number. If you change it here, you must make corresponding
changes to the NerveCenter Client and NerveCenter Administrator.

4. Select Save.

5. Stop and start the NerveCenter Server.

Changes to the communication port will not be complete until the NerveCenter Server is
restarted. See Running the NerveCenter Server on page 31.

NerveCenter uses the specified port when connecting with any NerveCenter Administrator or
Client.
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Changing the NerveCenter Administrator’s Server Port

If you change a NerveCenter Server’s communication port number, be sure all applications, such as
NerveCenter Administrator, have a matching port number.

<> To change the NerveCenter Administrator’s server port:
1. Open NerveCenter Administrator. See Sarting NerveCenter Administrator on page 36.

2. From the Admin menu, choose Configuration.

The NCAdmin Configuration window appears.

MCAdmin Configuration

Server Port

Server Mame List
CAREY

COBALT [elete
MOZART —l

Save I Cancel | Undo | Help |

The NCAdmin Configuration window displays the Server port the NerveCenter Administrator
application uses to communicate with a NerveCenter Server. It also includes alist of all the
servers this application has connected to in the past.

3. Inthe Server Port field, type the connection port number of the NerveCenter Server you want
the NerveCenter Administrator application to connect to.

Caution Remember the port number. If you change it here, you must make corresponding
changes to the NerveCenter Server.

4. Select Save.

The NerveCenter Administrator application will now communicate with the NerveCenter Server at
the new port you specified in the Server Port field.
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Changing the NerveCenter Client’s Server Port

If you change a NerveCenter Server’s communication port number, be sure all applications, such as
NerveCenter Client, have amatching port number.

<> To change the NerveCenter Client’s server port:

1. Open NerveCenter Client. See Designing and Managing Behavior Models in the NerveCenter
documentation for more details.

2. Inthe Client menu, choose Configuration.

The Client Configuration window appears.

Client Configuration EHE

Server Connections | Alarm Filter Selection I Alarm Filter Modification I

Connection Information
Server Mame Uszer ID

|carEY |

Passward
™ Autoconnect

fdd Update | Dekte |

Server List

Autoconnect

Server Port Heartbeat Configuration

|32504 ’]7 Heartbeat Fietry Interval [sec) |3D

™ Share MIE [client uses MIB from first connected server]

QK I Cancel | Help |

3. Select the Server Connections tab.

4. From the server list, select the appropriate server.

The server’s current port number appearsin the Server Port field.

5. Inthe Server Port field, type the connection port number of the NerveCenter Server you want
the NerveCenter Client application to connect to.
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Caution Remember the port number. If you change it here, you must make corresponding
changes to the NerveCenter Server.

6. Select Save.

The NerveCenter Client application will communicate with the NerveCenter Server at the new port
you specified in the Server Port field.

Configuring NerveCenter to Receive Inform Actions

Once a NerveCenter behavior model detects a problem, it can notify a network management
platform of the problem using the Inform action. This action sends an inform packet to its
recipients, indicating the nature of the problem.

Note Although the message that the Inform action sends to its recipients contains the same
information as atrap, the message is not sent viaUDP. An inform messageis sent viaTCP to
make sure the delivery mechanismisreliable.

In addition to sending an Inform to network management platforms, a NerveCenter Server can send
an Inform to another NerveCenter Server or itself.

Before a NerveCenter Server can receive atrap it must be configured to have alistening port
number. By default, this port number is 32505.

R To specify the port NerveCenter Server uses to receive an Inform packet:

1. Open NerveCenter Administrator and connect to an appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Ports tab.
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The Portstab is displayed.

+§ STRIDER =
I Filters | Inform Configuration | Actions | SMMP | SMMPya

Server Mode Source
Log I OpC Host I Licenze Ports | Clazszify

Client Connection |32504
MerveCenter Inform |32505
Command Line Interface |32508

SMNMP Poll Paort 161
SMNMP Trap 162
| Save I | Lloze I | Undo I | Help I

3. IntheNerveCenter Inform field, type the number of the port through which this NerveCenter

Server should receive inform packets sent by a NerveCenter Server.
4. Select Save.

5. Stop and start the NerveCenter Server.

Changes to the Inform port will not be complete until the NerveCenter Server isrestarted. See

Running the NerveCenter Server on page 31.

The current NerveCenter Server will receive Inform packets from other NerveCenter Servers at the

port specified.
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®,

To view all the NerveCenter Servers configured to send an Inform to the current
server:

1. Ineither NerveCenter Administrator or NerveCenter Client, from the Server menu, choose
Server Status.

2. Select the Connected NerveCenters tab.

Any NerveCenter Server configured to send an inform packet to the current NerveCenter Server at
the port specified in step 3 appearsin the Inform NC Name list.

Changing the Command Line Interface Port

You can use NerveCenter’'s command line interface to delete, list, or set (enable or disable) alarms,
trap masks, nodes, and polls from a Windows Command Prompt or a UNIX shell. You can also
connect to, display the status of, and disconnect from NerveCenter servers using the CLI. You can
issue commands manually or from a script.

R To specify the port NerveCenter uses for the command line interface:

1. Open NerveCenter Administrator and connect to an appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Ports tab.
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The Portstab is displayed.

%% STRIDER =] E3
I Filters | Inform Configuration | Actions | SMMP | SMMPya
Server Mode Source
Log I OpC Host I Licenze Ports | Clazszify

Client Connection |32504
MerveCenter Inform |32505
Command Line Interface |32508

SMNMP Poll Paort 161
SMNMP Trap 162
| Save I | Lloze I | Undo I | Help I

3. Inthe Command Line Interface field, enter the number of the port through which this
NerveCenter Server should receive commands from its Command Line Interface.

4. Select Save.

The current NerveCenter Server will receive commands from the port specified.
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Specifying SNMP Ports for NerveCenter

NerveCenter has two primary sources of information about network conditions:
+ NerveCenter listens passively for SNMP traps sent by a managed device.
+  NerveCenter actively polls the SNMP agents on a managed device.

You can change the ports that NerveCenter uses for receiving traps and sending polls.
o To specify SNMP port settings for NerveCenter:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Ports tab.
The Portstab is displayed.

+§ STRIDER =
I Filters | Inform Configuration | Actions | SMMP | SMMPya

Server Mode Source
Log I OpC Host I Licenze Ports | Clazszify

Client Connection |32504
MerveCenter Inform |32505
Command Line Interface |32508

SMNMP Poll Paort 161
SMNMP Trap 162
| Save I | Lloze I | Undo I | Help I

3. Inthe SNMP Poll field, enter the number of the port you want NerveCenter to use to
communicate with SNM P agents. This port is used to get or set SNM P information.

The value entered here specifies the port on the node to which NerveCenter sends SNMP polls.
You can change the port for any particular node in the node’s definition window in
NerveCenter Client.
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Open recommends that you keep the default port number 161.

4. Inthe SNMP Trap field, enter the number of the port you want NerveCenter to use for
receiving SNMP traps. This setting has no effect if NerveCenter is co-resident with HP
OpenView Network Node Manager. OpenView has the trap port and an internal NerveCenter
process enables NerveCenter to receive a copy of the trap.

The default port number is 162.

Note You must shut down and restart the NerveCenter Server before the SNMP Trap port change
takes effect.

If you want to capture SNMP v3 traps, the SNMP Trap port must be free for NerveCenter to
capture the traps. Thisrequiresthat you shut down MS Trap service or OV TrapD. If both are
on your system, shut down both.

5. Select Save.
NerveCenter handles SNM P data according to these settings.
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Troubleshooting: Managing NerveCenter Port Connections

The following list contains some common problems users have when managing the NerveCenter
Server port connections.

The NerveCenter Server’s communication port does not change when |
selected Save in NerveCenter Administrator

Problem: NerveCenter must register the changes.
Solution: Stop and start the NerveCenter Server.

See Running the NerveCenter Server on UNIX on page 32 or Running the NerveCenter Server on
Windows on page 32.

A NerveCenter Server does not receive Informs sent by another
NerveCenter Server

Problem: The inform packet is being sent to an incorrect port.

Solution: Make sure the receiving NerveCenter Server’sinform port is the same as the port in the
sending NerveCenter's inform configuration.

See Configuring NerveCenter to Receive Inform Actions on page 66.

The NerveCenter Server’s inform port did not change when | selected
Save in NerveCenter Administrator

Problem: NerveCenter must register the changes.
Solution: Stop and start the NerveCenter Server.

See Running the NerveCenter Server on UNIX on page 32 or Running the NerveCenter Server on
Windows on page 32.
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Managing Node Data

7

To detect and correl ate network events, NerveCenter must have basic information about each of the
managed nodes it is monitoring. It stores this datain anode list in NerveCenter’s database. As an
administrator you will need to determine which nodes belong in NerveCenter’s node list. You will

also be responsible for keeping the node list complete and current. This chapter describes the

NerveCenter tools you can use to carry out these tasks.

Note NerveCenter can only obtain data from managed nodes running active Simple Network

Management Protocol (SNMP) agents.

This chapter includes the following sections:

Section

Description

NerveCenter’s Node List on
page 74

Filtering Nodes on page 75

Processing Traps from Unknown
Nodes on page 83

Populating the Node List Initially
on page 85

Maintaining the Node List on
page 89

Troubleshooting: Managing node
data on page 95

Explains that NerveCenter stores basic information about each node
it will monitor in anode list in the NerveCenter database.

Explains how to specify which managed nodes NerveCenter is
responsible for monitoring.

Explains how to configure NerveCenter to receive and process traps
from nodes not included in its node list.

Explains the methods used to popul ate NerveCenter's node list with
initial node data.

Explains the various ways nodes can be added to and deleted from
NerveCenter’s database.

Lists common problems NerveCenter users face when managing
node data.
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NerveCenter’'s Node List

To detect and correlate network events, NerveCenter must have basic information about each
managed node it monitors. NerveCenter obtains this data through several means.

NerveCenter can obtain node information from any or al of the following sources:
+ A network management platform, such as HP OpenView Network Node Manager
+  The NerveCenter Discovery behavior model

+ Anadministrator’s manual entries

Note Though NerveCenter supports SNMP v1, v2c, and v3, when NerveCenter obtains its nodes
from aplatform, the platform does not provide SNMP version information. By default,
NerveCenter deems the SNM P agents on these nodes to be SNMP v1 by default.

If youwant NerveCenter to attempt SNM P version classification automatically for the nodes
it receives from your platform, you must enable auto-classification. Then, NerveCenter can
classify the correct SNMP version for each node with each resynchronization. Refer to
NerveCenter: Node Classification for more information about SNM P auto-classification.

Note If youwant NerveCenter to manage SNMP v3 nodes, you must use NerveCenter asyour trap
source regardless of the node source you configure. Refer to Changing the SNMP Trap
Source on page 47 for more information about the SNMP trap source.

When NerveCenter uses information obtained by a network management platform, it does not use
the platform’s database as its repository for managed nodes. Instead, it stores node information in
its own database in anode list.

There are severa reasons for NerveCenter maintaining anode list in its own database:

+  There may be a considerable distance between the platform’s database and NerveCenter,
making frequent access time-consuming and costly.

+  NerveCenter adds configuration data to the node data that the management platform does not
necessarily provided.

+ Administrators have the option of adding nodes not in the platform’s node database to the node
list in NerveCenter's database.
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Filtering Nodes

Before popul ating the node list in NerveCenter’'s database, it isimportant to determine which nodes
NerveCenter will manage. NerveCenter does not need to monitor every node on your network.
Instead you, as the administrator, can specify which managed nodes NerveCenter will be
responsible for monitoring.

There are several methods for restricting which nodes will be placed in NerveCenter’'s node list:
+  Filtering Using a Node's Capabilities on page 75

+  Filtering Using a Node's System Object Identifier on page 77

+  Filtering nodes using a Node's |P Address on page 78

Filtering Using a Node’s Capabilities

NerveCenter allows you to monitor managed nodes that have particular capabilities. Typically your
network management platform assigns these capabilities to a node to determine applicable
management activities. Some examples of these capabilities are isRouter, isHub, and isIP.

Note Filtering by capabilitiesis available only when your network management platform has
assigned specific capabilities to a node.

To filter using a node’s capabilities:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server.

See the section Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Node Source tab.
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The Node Source tab is displayed.

*$ LOCALHOST =]
IP Filters | Inform Canfiguration | Actions | SMMP | SMMPy3 |
Log I OpC Host I Licenze | Ports | Clazszify |
Server Mode Source

Machine Mame l—
Port [poa
‘wanted Capabilities l—
System Object Ids l—
Fiespnc Parent R ate I

Save I | Lloze I | Undo I | Help I

3. Inthe Wanted Capabilities field, type the name of the specific capability desired.
If thisfield isleft blank, NerveCenter will not filter using a node’s capability.

4. To enter multiple capabilities, separate each with a space.
NerveCenter will monitor any node that matches at |east one of the capabilitiesin thelist.

5. Select Save.

The NerveCenter Server adds the new capabilities filter. It also closes and opens a new
connection with the platform adapter. NerveCenter automatically performs aresynchronization
with your network management platform’s database.

New nodes will be added. Any node that is marked Autodel ete (the default) will be deleted.
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Filtering Using a Node’s System Object Identifier

NerveCenter allows you to monitor managed nodes according to their particular system object
identifiers (OIDs).

A node’s System Object ID isan SNMP MIB-11 object in the system group. It identifies the SNMP
agent software running on the device. It is, however, commonly used to identify the type and
vendor of the device because a particular vendor’s agent usually runs on that vendor’s devices.

<> To filter using a node’s system object identifier:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server.
See the section Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Node Source tab.
NerveCenter displays the Node Source tab.

*$ LOCALHOST b -0 x|
IP Filters | Inform Canfiguration | Actions | SMMP | SMMPy3 |
Log I OpC Host I Licenze | Ports | Clazszify |
Server Mode Source
Machine Mame I
Fart IBD24

‘wanted Capabilities I
System Object Ids I
Fiespnc Parent R ate I

Save I | Lloze I | Undo I | Help I

3. Inthe System Object Ids field, type the name of the system OID wanted.
If thisfield isleft blank, NerveCenter will not filter using a node’s system OID.
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4,

To enter multiple OIDs, separate each with a space.
NerveCenter will monitor any node that matches at least one of the OID inthelist.

For example, an administrator may want to restrict NerveCenter to nodes running SNMP
agents from either Cisco or Hewlett-Packard nodes by typing the following:

1.3.6.1.4.1.9 1.3.6.1.4.1.11

Any device with an OID matching either of these numberswill be included in the NerveCenter
nodes database.

Select Save.

The NerveCenter Server adds the new OID filter. It also closes and opens a new connection
with the platform adapter. NerveCenter automatically resynchronizes with your network
management platform’s database.

New nodes will be added. Any node that is marked Autodel ete (the default) will be deleted.

Filtering nodes using a Node’s IP Address

In addition to filtering nodes by OIDs and capabilities, NerveCenter allows you to filter out all
nodes that do not belong to one or more subnets. NerveCenter determines the subnet by combining
a specific | P address with a subnet mask. NerveCenter can filter by subnets of both Class B and
Class C networks. In Class B networks, the first two octets specify the network whilein ClassC
networks the first three octets identify the network.

Table 7-1 and Table 7-2 illustrate some filter configurations and their results:
Table 7-1. Sample Subnet Filters and Their Results for a Class C Network

IP address Subnet mask Result

134.204.179.0 255.255.255.0 All nodes on subnet 134.204.179.0 are included.

For example, 134.204.179.7 isincluded.

197.22.44.0 255.255.255.240  All nodes 1-15 on subnet 197.22.44.0 are included.

For example, 197.22.44.5 isincluded but 197.22.44.35 is
excluded.

134.204.179.0 255.255.255.0 All nodes on subnets 134.204.179.0 and nodes 1-15 on
197.22.44.0 255.255.255.240 197.22.44.0 areincluded.

For example, both 134.204.179.7 and 197.22.44.5 are included.
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Table 7-2. Sample Subnet Filters and Their Results for a Class B Network

IP address Subnet mask Result

132.45.0.0 255.255.0.0 All nodes on subnet 132.45.0.0 are included.
For example, 132.45.174.7 isincluded.

132.45.0.0 255.255.240.0 Nodes 1.0 - 15.255 are included.
For example 132.45.14.231 isincluded but 132.45.174.7 is
excluded.

In addition to filtering out all but an entire subnet, NerveCenter allows you to exclude a specific
node or range of nodes within the remaining subnet.

Table 7-3 illustrates some filter configurations with exclusions and their results.:

Table 7-3. Sample Subnet Filters with Exclusions and Their Results

IP address Subnet mask Excluded Result
node(s)

134.204.179.0 255.255.255.0 40 All nodes on subnet 134.204.179.0 except node 40 are
include.
For example, 134.204.179.7 isincluded but
134.204.179.40 is excluded.

134.204.179.0 255.255.255.0  40-55 All nodes on subnet 134.204.179.0 except nodes
40-55 areinclude.
For example, 134.204.179.7 is included but
134.204.179.40 and 134.204.179.52 are excluded.

132.45.0.0 255.255.0.0 63.5 All nodes on subnet 132.45.0.0 except node 63.5 are
included.

Note You can filter nodes that have been discovered by NerveCenter, provided by the platform
node source, or imported from a node file.

NerveCenter can determine automatically or manually subnet criteria used to filter nodes by 1P
address.
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To configure NerveCenter to determine subnet criteria automatically:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server.

See the section Connecting Administrator to a NerveCenter Server on page 38.

2. Select the IP Filters tab.
The IP Filters tab is displayed.

%% STRIDER =1 E3
Log I OpC Host I Licenze I Ports I Clazszify
Server Mode Source

IP Filters | Inform Canfiguration | Actions | SMMP | SMMPya

Method
’7  Automatic & Marual ‘
 IP &ddress Filker
Subnet Address Maszk Address

| |
Exclusion List I

sdd | Update | Dekte |

Subnet Addr... | Mazk Address | E wcluzion List

| Save I | Lloze I | Undo I | Help I

3. Inthe Method area, select Automatic.

Setting the method to automatic tells NerveCenter to ignore any address filters you enter and
use instead the server’s masks as afilter. NerveCenter calculates the subnet address and mask
using the | P address and mask of each network interface card on the server.

4. Select save.
NerveCenter will now automatically use the server’s masks as afilter.
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o To set the subnet criteria manually:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server.

See the section Connecting Administrator to a NerveCenter Server on page 38.

2. Select the IP Filters tab.
The IP Filters tab is displayed.

*$ STRIDER =] E3

Log I OpC Host I Licenze I Ports I Clazszify
Server Mode Source
IP Filters | Inform Configuration I Actions I SHMP I SHMP3

Method
’7  Automatic & Marual ‘

 IP &ddress Filker
Subnet Address Maszk Address

| |
Exclusion List I

sdd | Update | Dekte |

Subnet Addr... | Mazk Address | E wcluzion List

| Save I | Lloze I | Undo I | Help I

3. Inthe Method area, select Manual.

When the method is set to manual, NerveCenter will only use the subnet addresseslisted in P
Address Filters area. If the IP Address Filters list is empty, NerveCenter ignores a node's
subnet when determining if the node will be part of the node database.

4. Inthe Subnet Address field, type the appropriate subnet. In the Mask Address field, type
the appropriate subnet mask.

A node’s subnet address combines the node’s | P address with the subnet mask.
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5. Inthe Exclusion List field, enter al the nodes you want excluded from the subnet address. To
exclude more than one node, separate each number with a comma without a space. To exclude
a continuous range of nodes, use a hyphen to separate the minimum and maximum number by
a hyphen.

Caution Once you have added a node using the | PSweep behavior model, you cannot use an IP
exclusion to delete it from the database. Once the node is in the database, the IP
exclusion filter is not applied to it. The | P exclusion applies only to new nodes
discovered after the filter is established.

6. Select Add.
The subnet address and mask address will be added to the |P Address Filters list.

*$ STRIDER =] E3

Log I OpC Host I Licenze I Ports I Clazszify
Server Mode Source
IP Filters | Inform Configuration I Actions I SHMP I SHMP3

Method
’7  Automatic & Marual ‘

P Address Filter
Subnet Address Maszk Address
|1 052.180.0 |255.255.255.0
Excluzion List |5'8
sdd | Update | Dekte |

Subnet Addr... | Mask Address | Ewclusion List
10.52.174.0 255.285.256.0 125130
10.52.180.0 255.286.256.0 58

| Save I | Lloze I | Undo I | Help I

7. Select Save.

8. Tofilter by additional |P addresses and masks, repeat steps 4 and 7.
NerveCenter monitors any address falling within the subnet and not excluded by thefilter.
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Processing Traps from Unknown Nodes

NerveCenter offers alot of flexibility in filtering the managed nodes it monitors. See Filtering
Nodes on page 75. By setting these filters, you are telling NerveCenter to ignore any traps sent by
nodes not stored in the node list. Thiskeepsthe node list to asize that is manageabl e and acceptable
under your license agreement.

However, there may be times you will want a NerveCenter Server to process atrap from anode not
found in its node list, but in the node list of another NerveCenter Server.

For example, in the following diagram, a NerveCenter Server responsible for monitoring aLAN
(Server A) needsto pass atrap along to a WAN-level NerveCenter Server (Server B).

Figure 7-1. An Example of a Trap Being Processed from an Unknown Node

NerveCenter NerveCenter
Server A Server B

Node 1

Inthiscase, Node 1isinthenodelist of Server A. Node 1 sendsatrap to Server A, whichinturnis
passed along to Server B. Because Node 1 is being managed by Server A, it will not appear in
Server B’'snode list. Server B needs to process the trap from Node 1. Server B could be set up to
add unknown nodesto its node list whenever it receives atrap, but then both Server A and Server B
will be monitoring Node 1. How can Server B process the trap from Node 1 without first adding the
node to its node list?

NerveCenter's Process traps from unknown nodes feature allows a NerveCenter Server
receiving atrap from an unknown node to process that trap if the trap is associated with an
Enterprise scope alarm.

Note The Process traps from unknown nodes feature will only process traps associated with
Enterprise scope alarms.

At the sametime, the Process traps from unknown nodes feature will keep the NerveCenter
Server from adding the node to its node list. This ensures that the NerveCenter Server does not
exceed the node limit allowed by its license. It also avoids a situation in which two NerveCenter
Servers are responsible for the same node.

Note If you want to learn how a NerveCenter Server can add an unknown node to its node list
when it receives atrap from that node, see the section Adding Nodes Discovered from Traps
on page 91.
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o

To process traps from unknown nodes:

Open NerveCenter Administrator and connect to the appropriate NerveCenter Server.

See Connecting Administrator to a NerveCenter Server on page 38.

1.
2. Select the Server tab.
NerveCenter displays the Server tab.
%% FLITTERIO
Log I OpC Host I Licenze I Ports I Clazszify
I Filters | Inform Configuration | Actions | SMMP | SNMPya

Server Mode Source

Install Directory

C:\Program files\OpenServiceyMerveCentert,

Trap Source IMSTHAF’ vl
Dizcover Modes from Traps INone VI

Process Traps From Unknown Modes |

Apply All Masks For Each Trap 5

MIB

Mame Inervectr.mib

Diirectory

IEI: “Program files\OpenService\MerveCentert,

Reload m

I[=] 3

Save | Lloze | Undo | Help I

4,

Select the Process Traps From Unknown Nodes box.

If this box is not selected, then NerveCenter will ignore any trap it receives from a node not

included inits nodelist.

Select Save.

The NerveCenter Server will now process traps associated with Enterprise scope alarms even when

those traps are received from nodes not appearing in the server’s node list.
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Populating the Node List Initially

To detect and correl ate network events, NerveCenter must have basic information about each of the
managed nodes it monitors. Once you have configured the proper node filters (see Filtering Nodes
on page 75), you must tell NerveCenter where to ook for the initial data it will useto populate its

node list.

There are several methods for populating NerveCenter’s node list:

+ Populating NerveCenter’s node list using your network management platform as a node data
source on page 85

+ Populating Using the IPSweep Behavior Model on page 87
+ Populating the Node List Manually on page 89

Populating NerveCenter’s node list using your network management
platform as a node data source
NerveCenter is able to receive information about some or al of the nodes managed by your

network management platform. NerveCenter is able to retrieve data about managed nodes from the
following HP OpenView Network Node Manager.

Note To use your network management platform to populate NerveCenter's node database, you
must have the NerveCenter OpenView Platform Adapter (OVPA) installed and running.

To populate NerveCenter's node list using your network management platform, you must specify it
as a source for the node data. Each NerveCenter database popul ates its node list from just one
network management platform database. Depending on your filtering, the database may contain all
the nodes or just a subset. In either case, there is just one source of the information.

Caution If you wish to map system Object Identifiers (OID) to NerveCenter property groups,
you must make the necessary configurations in the NerveCenter Client before naming
the node data source. (See Designing and Managing Behavior Models.) After
NerveCenter initialy populates its node list, any subsequent mapping of OIDsto
property groups will affect only new nodes added to the node list.

o To use your network management platform as a node data source:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server.
See the section Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Node Source tab.
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NerveCenter displays the Node Source tab.

"% LOCALHOST (=] 9]
IP Filters | Inform Canfiguration | Actions | SMMP | SMMPy3 |
Log I OpC Host I Licenze | Ports | Clazszify |
Server Mode Source
Machine Mame I
Fart IBD24

‘wanted Capabilities I
System Object Ids I
Fiespnc Parent R ate I

Save I | Lloze I | Undo I | Help I

3. Inthe Machine Name field, type either the name or the | P address of a host that runs your
network management platform.

For example, if you have your network management platform running on a machine named
Norm, you would type the name Norm or its IP address in the Machine Name field.

If the Machine Name field is | eft blank, NerveCenter does not retrieve nodes from any
platform.

4. Inthe Port field, type the number of the port used to communicate with the platform adapter
process on the host. The default is 6024.

The platform adapter must be configured to listen on the same port specified in thisfield.

5. Select Save.

NerveCenter will now retrieveitsinitial node data from your network management platform’s
database.
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Populating Using the IPSweep Behavior Model

There may be situations in which you will not want to use a network management platform to
popul ate NerveCenter’s node list initially. Such situations could include:

+ Your network does not contain an applicable network management platform or you are using
NerveCenter as a stand-alone application.

+ Alargedistance or acostly link separates the platform from the nodes that NerveCenter will be
monitoring locally.

For situations such as these, NerveCenter provides the |PSweep behavior model. Using the
I PSweep behavior model, NerveCenter detects unknown nodes and adds them to the node database,
provided they fall within the set filters.

Note If you are using NerveCenter in Windows configured with Domain Name Server (DNS), the
IPSweep behavior model requires that Enable DNS for Windows Resolution be selected.
(Thisoption isfound on the WINS address tabbed page of the TCP/IP protocol, found on the
Protocols tabbed page in the Network applet in the Control Panel.)

<> To populate the node list using the IPSweep behavior model:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server.
See Connecting Administrator to a NerveCenter Server on page 38.

2. Select the IP Filters tab and configure NerveCenter to filter by the appropriate subnet criteria.
See Filtering nodes using a Node's | P Address on page 78.

Caution If thelP Filter box is empty, the IPSweep behavior model’s primary application ipsweep
will not run. This precaution is to prevent NerveCenter from trying to discover all the
nodes on the Internet.

3. Select the Server tab.
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NerveCenter displays the Server tab.

%% FLITTERID I9[=] B3
Log I OpC Host I Licenze I Ports I Clazszify
I Filters | Inform Configuration | Actions | SMMP | SNMPya
Server Mode Source

Install Directory

C:\Program files\OpenServiceyMerveCentert,

Trap Source IMSTHAF’ vl
Dizcover Modes from Traps INone VI

Process Traps From Unknown Modes |

Apply All Masks For Each Trap 5

MIB

Mame Inervectr.mib

Diirectory

IEI: “Program files\OpenService\MerveCentert,

Reload m

Save | Lloze | Undo | Help I

4. Select from the Discover Nodes from Traps list All or Filter.

Note If the Discover Nodes from Traps field is set to None, the |PSweep behavior model will
not work.

5. If you want NerveCenter to turn on the IPSweep behavior model every time the NerveCenter
Server is started, select Enable Discovery at Startup.

6. From NerveCenter Client, turn on the |PSweep behavior model. See the Designing and
Managing Behavior Models in the NerveCenter documentation for details.

NerveCenter periodically runs the script ipsweep. As NerveCenter discovers unknown nodes that
fal within its 1P filtersit will add them to the node list.
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Populating the Node List Manually
The two most popular methods of initially populating NerveCenter’s node list are:

+  Populating NerveCenter’s node list using your network management platform as a node data
source on page 85

+  Populating Using the | PSweep Behavior Model on page 87

An alternative is to popul ate the NerveCenter node list by hand. For each node you want
NerveCenter to manage, you must use the Node Definition window to specify the node's data,

including:
+ Name
+ Address

+  Community string
+  Property group

Because defining your own node data demands a considerable amount of attention, this alternative
is recommended only for the smallest number of managed nodes.

To populate NerveCenter’s node list manually, follow the steps described in the section Adding and
Deleting Nodes Manually on page 93 for each node you want to include in NerveCenter’s node list.

Maintaining the Node List

To detect and correl ate network events, NerveCenter must have basi ¢ information about each of the
managed nodes it is monitoring.

Once you have initially populated the node list (see Populating the Node List Initially on page 85),
NerveCenter will need away to adapt its node list to reflect changes in your network topol ogy.
NerveCenter offers several methods for adding and deleting nodes.

These methods include:

+  Synchronization with your network management platform on page 90
+  Adding Nodes Discovered from Traps on page 91

+  Adding and Deleting Nodes Manually on page 93
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The following chart illustrates how each method affects NerveCenter’s node list.
Table 7-4. Maintaining NerveCenter's Node List

Method Adds Nodes Deletes Nodes Changes Node

Data

Resync with the platform 4 v v

Discover nodes from traps
I PSweep behavior model
Manual additions, deletions, and

NURNIRN

changes

Synchronization with your network management platform

Over time, a network’s topology will change. Eventually your network management platform will
add newly discovered devices to its database. It will aso delete nodes and change node
information. If NerveCenter depends on your network management platform for the datain its node
list, it will need to adapt to reflect these changes.

NerveCenter will automatically update its node list to keep in sync with your network management
platform’s node data. This occursin the following situations:

*

When your network management platform adds a node to its node database. After NerveCenter
verifies the node meets the criteria set by itsfilters, it will add the node to its node list.

When your network management platform deletes a node from its node database. NerveCenter
will deletefromits node list any node that is set to Autodel ete. Autodelete is the default setting
for any new node added to the node list. This setting can be changed in the node’s Node
Definition Window in the NerveCenter Client. (See the section “Discovering and defining
nodes’ in Designing and Managing Behavior Models.)

When your network management platform changes information about a node in its node
database. NerveCenter will make any necessary changes to its node data, including changesin
the community string, address, parenting information or the managed/unmanaged state.

Note If your network management platform unmanages a node in the NerveCenter node list, the

unmanaged state will be updated in NerveCenter. However, if your network management
platform unmanages a node not found in NerveCenter’'s node list, the node will not be added
to NerveCenter.

Most often, the node list will only be updated anode at atime. Occasionally, NerveCenter will need
to perform a compl ete resynchronization with the platform. A resynchronization gathers from the
platform the most current node data for all nodes. This occursin the following situations:

*

The NerveCenter Server is started and successfully connects to the OpenView Platform
Adapter (OVPA).

0
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+ A connection between the NerveCenter Server and the node source successfully reconnects
after being broken.

+  The NerveCenter administrator changes the way in which NerveCenter filters by capabilities
or system Object |dentifiers (OIDs).

+ A user manually chooses Resync in the Server menu of the NerveCenter Client.

The Machine Name field onthe Node Source tab of the NerveCenter Administrator specifiesthe
name of the host running the platform resynchronizing with NerveCenter. (See Populating
NerveCenter’s node list using your network management platform as a node data source on

page 85 for more details on how to declare a node data source.)

The Node Source and IP Filters tabs al so specify the parameters NerveCenter usesto filter node
data. (See Filtering Nodes on page 75.)

Anyone administering NerveCenter should be aware of two important scenarios involving changes
to your network management platform’s database:

+ If the name changesin your network management platform’s database, NerveCenter
considersit to be a new node.

+ If anode is unmanaged in one of your network management platform’s maps but is
managed in ancther, the node will remain in the managed state in NerveCenter’'s node
data

Caution Since your network management platform’s node is matched to a NerveCenter node
using its name, you should use care when changing NerveCenter’s node configurations.
Resynchronization adds nodes when it cannot find names that match your network
management platform’s map information. Therefore, if you change anode'snameinthe
Node Definition window, resynchronization will not find a match and will add a node,
resulting in two nodes with the same address but different names.

Adding Nodes Discovered from Traps

NerveCenter occasionally receives traps from nodes not included in its node list. In this situation,
NerveCenter must make two decisions:

+  Whether to process the trap or ignore it. (See the section Processing Traps from Unknown
Nodes on page 83)

+  Whether to add the unknown node to its node list. This section explains how to configure this
Setting.
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To configure the way unknown nodes affect NerveCenter’s node list:

1. Open NerveCenter Administrator and connect to the appropriate Server.
See Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Server tab.
NerveCenter displays the Server tab.

%3 FLITTERIO =] B3
Log I OpC Host I Licenze I Ports I Clazszify

I Filters | Inform Configuration | Actions | SMMP | SNMPya
Server Mode Source

Install Directory

C:\Program files\OpenServiceyMerveCentert,

Trap Source IMSTHAF’ vl
Dizcover Modes from Traps INone VI

Process Traps From Unknown Modes |

Apply All Masks For Each Trap 5

MIB

Mame Inervectr.mib

Diirectory

IEI: “Program files\OpenService\MerveCentert,

Reload m

Save Lloze Undo | Help I

3. Inthe Discover Nodes from Traps list, select which nodes NerveCenter should place in its
node list:

+  With aNone setting, NerveCenter will not add any unknown nodes to the node list.

+  With aFilter setting, NerveCenter will add to its node list an unknown node sending atrap
only if it meets the criteria established by the node filters.

+  With an All setting, NerveCenter adds to its node list any unknown node sending a trap,
regardless of the node filters.

4. Select Save.

92

Managing NerveCenter



Maintaining the Node List

Any time NerveCenter receives atrap from anode not listed in its node list, NerveCenter handles
the node according to the criteriayou set in the Discover Nodes from Traps list box.

Note NerveCenter setsto autodelete any unknown nodes added from traps. If NerveCenter adds
an unknown node discovered from atrap but your network management platform fails to
add it, the node will be deleted at the next resynchronization.

Adding and Deleting Nodes Manually

Occasionally, you may want to monitor one or more nodes that do not match the parameters set by
the node filters. Or you may want to delete a node or a group of nodes. NerveCenter gives you the
ability to alter the node list to your own specifications.

When maintaining the node list manually, you have the following options:

+ Adding a Node Manually—You add nodesin the NerveCenter Client module. To learn how to
add anode manually, refer to the instructionsin Designing and Managing Behavior Models.

+ Deleting aNode Manually—You delete nodes in the NerveCenter Client module. To learn how
to delete a node manually, refer to the instructions in Designing and Managing Behavior
Models.

+  Filter Out aNode That was Manually Deleted—If you do not compl ete this step, the nodes you
delete manually will be added the next time a resynchronization occurs between NerveCenter
and the network management platform’s database or the next time the |PSweep behavior
model runs the ipsweep script. Following are instructions for filtering out a node.
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o To filter out a node that was manually deleted:

1. Openthe NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. From the Admin menu, choose IP Filters.

The IP Filters tab is displayed.

%% STRIDER =1 E3
Log I OpC Host I Licenze I Ports I Clazszify
Server I Mode Source

IP Filters | Inform Canfiguration | Actions | SMMP | SMMPya

Method
’7  Automatic & Marual ‘

 IP &ddress Filker
Subnet Address Maszk Address

| |
Exclusion List I

sdd | Update | Dekte |

Subnet Addr... | Mazk Address | E wcluzion List

| Save I | Lloze I | Undo I | Help I

3. FromthelIP Address Filters list, select the subnet address that contains the node or nodes you
wish to be permanently deleted.

4. Inthe Exclusion List field, enter all the nodes you want permanently deleted from the node
list. To exclude more than one node, separate each number with a comma without a space. To
exclude a continuous range of nodes, use a hyphen to separate the minimum and maximum

number.

Note If you do not complete this step, the nodes you delete manually will be added the next time a
resynchronization occurs between NerveCenter and the network management platform’s
database or the next time the IPSweep behavior model runs the ipsweep script.

5. Select Update.
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6. Select Save.
The nodes are permanently deleted from NerveCenter’s database.

Troubleshooting: Managing node data

The following list contains some common problems users have when managing node data.

NerveCenter is not filtering a node by a capability

Problem: Filtering by capabilitiesis available only when a network management platform has
assigned a specific capability to a node.

Solution: Have your network management platform assign a capability to the node.

See your network management platform’s documentation for details.

Problem: The OVPA command line switch -ignoreCapability has been turned on.
Solution: From the command line, start OV PA without the -ignoreCapability switch.

For more details see the book Integrating NerveCenter with a Network Management Platform.

After setting an IP filter, a node that should be masked out still appears
in the node list

Problem: IPfilters only exclude additional nodes from being added to a node list. It does not
actively delete nodes in the node list.

Solution: Either manually delete the node or force a resynchronization with your network
management platform.

See Adding and Del eting Nodes Manually on page 93 or Synchronization with your network
management platform on page 90.

Even though | have enabled Process Traps From Unknown Nodes,
NerveCenter does not update its node list when it receives a trap from an
unknown node

Problem: Selecting the Process Traps From Unknown Nodes box does not affect
NerveCenter's node list. It only tells NerveCenter to process traps.

Solution: If you want NerveCenter to update its node list based on traps received from unknown
nodes, set Discover Nodes from Trapsto Filter or All.

See Adding Nodes Discovered from Traps on page 91.
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NerveCenter does not recognize my network management platform as a
valid source of node data

Problem: Currently NerveCenter is able to retrieve node data from HP OpenView Network Node
Manager.

Solution: Use the |PSweep behavior model to obtain node data.
See Populating Using the IPSweep Behavior Model on page 87.

NerveCenter is not receiving node data from my network management
platform

Problem: They are using different ports.
Solution: Configure the node data source port number to be the same as the platform adapter’s port.

See Populating NerveCenter’s node list using your network management platform as a node data
source on page 85.

The IPSweep behavior model will not work
Problem: Windows is configured with Domain Name Server.
Solution: Enable the Enable DNS for Windows Resolution feature.
See Populating Using the IPSweep Behavior Model on page 87.

Problem: There are no I P filters. NerveCenter will not discover nodes unless there are | P filters.
This precaution is to prevent NerveCenter from trying to discover all the nodes on the Internet.

Solution: Set the appropriate I P filters.
See Filtering nodes using a Node's | P Address on page 78.

Problem: The NerveCenter Server is not set to discover nodes from traps.
Solution: Set Discover Nodes from Traps to All or Filter.

See: Adding Nodes Discovered from Traps on page 91.
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The NerveCenter node list contains two nodes with the same address but
different names

Problem: The node name was changed. When a resynchronization occurred between NerveCenter
and the network management platform, the platform added the node.

Solution: Change the name of the node in your platform, not in NerveCenter’s node list.

See Synchronization with your network management platform on page 90.

NerveCenter deletes a node | added manually

Problem: At aresynchronization between NerveCenter and a network management platform,
NerveCenter deletes any nodes marked autodel ete that are not found in the platform’s node
database.

Solution: When you add the node disable the autodel ete feature.
See Adding and Deleting Nodes Manually on page 93.

NerveCenter adds a node | deleted manually

Problem: At aresynchronization between NerveCenter and a network management platform or
when NerveCenter runs the Discovery behavior model, NerveCenter adds any new nodes that fall
within itsfilters.

Solution: Exclude the node in the I P filters before deleting it.
See Filtering nodes using a Node's | P Address on page 78.

I’'m seeing several errors recorded in the application event log window
stating that ipsweep.exe is not running

Problem:Your system is looking for ipsweep.exe in the wrong directory.

Solution:Update the correct path to ipsweep.exe in the alarm action Command in the Discovery
behavior model.

Problem:Ipsweep.exe is aready currently running.
Solution: Kill the first process and restart the Discovery behavior model.
See Designing and Managing Behavior Models for more details.
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Managing SNMP Settings 8

This section contains information you need to configure NerveCenter for SNMP communication

and to support SNMP v3 agents.

This chapter includes the following sections:

Section

Description

Soecifying SNMP Pall Intervals for
NerveCenter on page 100

Soecifying SNMP Ports for
NerveCenter on page 101

Overview of NerveCenter SNMP v3
Support on page 103

Discovery and Initialization of SNMP
v3 Agents on page 107

Configuring an SNMP v3 Agent for
NerveCenter on page 108

Configuring an Initial User for
Discovering an SNMP v3 Agent on
page 110

SNMP Auto and Manual
Classification Settings on page 110

Setting the Maximum SNMP v3
Requests per Cycle on page 115

NMP v3 Security Settings on
page 117

S\MP v3 Operations Log on page 121

SNMP Error Satus on page 125

Explains how to manage SNMP performance by controlling polling
intervals.

Describes how to configure the ports NerveCenter uses to receive
SNMP traps and send/receive SNM P correspondences.

Summarizes NerveCenter support for SNMP v3 and points to where
you can find information about specific settings and requirements.

Summarizes the requirements for discovery and initialization of
SNMP v3 agents.

Summarizes the requirements for configuring an SNMP v3 agent for
polling.

Summarizes how you configure an initial user without security
restrictions so an SNMP v3 agent can be discovered.

Describes node classification and explains how to enable
auto-classification of SNMP versions.

Explains how to manage SNMP v3 performance by controlling the
maximum number of requests per cycle.

Describes how to change the authentication and privacy key
passwords or the NerveCenter user and context.

Describes the Operations Log that records SNMP v3 operations and
errors that occur while attempting to perform those operations.

Describes SNMP v3 error status messages and indicates which ones
cause polling to stop for anode.
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Specifying SNMP Poll Intervals for NerveCenter

NerveCenter sends pollsto SNMP agents to obtain MIB information. You can change settings that
affect how often NerveCenter reissues a poll and at what interval. By default the number of retry
attemptsisthree. For example, let us say the number of retries were set to three and a poll was
attempted of a device that could not respond. The NerveCenter Server would make four polling
attempts, the first initial followed by three retries.

Theretry interval is significant in that the polling rate should be high enough to account for the
number of retries at each interval. For example, if your NerveCenter Server is set to retry three
times at a 30 second interval, the polling rate for any of its behavior model’s polls should be no
lower than aminute and a half (three retry intervals multiplied by 30 seconds).

o To specify poll settings for NerveCenter:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the SNMP tab.
The SNMP tab is displayed.

*$ STRIDER =] E3

Log I OpC Host I Licenze I Ports I Clazszify
Server Mode Source
IP Filters I Inform Configuration I Actions  SNMP | SHMP3

Mumber of retries |3—
Fietry interval [seconds] |1 1]

Save I | Lloze I | Undo I | Help I
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3. Inthe Number of retries field, type the number of times you want NerveCenter to reissue an
unanswered SNMP or ICMP request poll.

4. IntheRetry interval field, type the number of seconds NerveCenter should wait for areply to
apoll before issuing another.

5. Select Save.
NerveCenter will handle SNM P data according to these settings.

Specifying SNMP Ports for NerveCenter

NerveCenter has two primary sources of information about network conditions:
+  NerveCenter listens passively for SNMP traps sent by a managed device.
+  NerveCenter actively pollsthe SNMP agents on a managed device.

You can change the ports that NerveCenter uses for receiving traps and sending polls.
o To specify SNMP port settings for NerveCenter:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Ports tab.
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The Portstab is displayed.

%% STRIDER =] E3
I Filters | Inform Configuration | Actions | SMMP | SMMPya
Server Mode Source
Log I OpC Host I Licenze Ports | Clazszify

Client Connection |32504
MerveCenter Inform |32505
Command Line Interface |32508

SMNMP Poll Paort 161
SMNMP Trap 162
| Save I | Lloze I | Undo I | Help I

3. Inthe SNMP Poll field, enter the number of the port you want NerveCenter to use to
communicate with SNM P agents. This port is used to get or set SNM P information.

The value entered here specifies the port on the node to which NerveCenter sends SNMP polls.
You can change the port for any particular node in the node’s definition window in
NerveCenter Client.

It is suggested that you keep the default port number 161.
4. Inthe SNMP Trap field, enter the number of the port you want NerveCenter to use for
receiving SNMP traps. This setting has no effect if NerveCenter is co-resident with HP

OpenView Network Node Manager. OpenView has the trap port and an internal NerveCenter
process enables NerveCenter to receive a copy of the trap.

The default port number is 162.
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Note You must shut down and restart the NerveCenter Server before the SNMP Trap port change

takes effect.

If you want to capture SNMP v3 traps, the SNMP Trap port must be free for NerveCenter to
capture the traps. Thisrequiresthat you shut down MS Trap service or OV TrapD. If both are
on your system, shut down both.

5. Select Save.

NerveCenter will handle SNMP data according to these settings.

Overview of NerveCenter SNMP v3 Support

NerveCenter support for SNMP v2¢ (community-based SNMP v2) and v3 includes new datatypes
and enhanced security for communication. SNMP v1 and v2c rely on community names for
authentication. SNM P v3 enhances authentication and expands its services to include privacy.
SNMP v3 expands on the earlier concept of MIB viewsto control access to management
information. SNMP v3 uses a View-based Access Control Model (VACM) to determine the level of
access a user has for viewing MIB data.

Following are highlights of NerveCenter support for SNMP v2c¢/v3:

*

Before NerveCenter can discover SNMP v3 agents on nodes, the nodes must have an initial
user configured for discovery.

See Configuring an Initial User for Discovering an SNMP v3 Agent on page 110.

Refer to the book Designing and Managing Behavior Models for details about testing
communication with a node using the NerveCenter Test Version poll.

NerveCenter communicates (sends polls) with an SNMP v3 agent on behalf of a specified
NerveCenter user in a defined context. Before NerveCenter can poll SNMP v3 agents, the
agents must be configured to support the NerveCenter user and context. By default, the user
name is NCUser and the context is NCContext, though you can change both in NerveCenter.

See Configuring an SNMP v3 Agent for NerveCenter on page 108.
See Changing the NerveCenter SNMP v3 User Name and Context on page 119.

NerveCenter supports three security levels for communicating with SNMP v3 agents. By
default, NerveCenter sets the security level to noAuthNoPriv, which means the v3 agent sends
and receives messages without authentication or encryption.

See NerveCenter Support for SNMP v3 Security on page 105 for details about security.

Refer to the book Designing and Managing Behavior Models for details about setting a node's
security level.
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The authentication and privacy protocols require specialized keys, called authentication and
privacy keys. These keys are generated from corresponding passwords. You can change these
passwords in NerveCenter, thereby changing the keys. When changing keysin NerveCenter,
you can command NerveCenter to update the key changes on all nodes.

See NerveCenter Support for SNMP v3 Digest Keys and Passwords on page 106.
See Changing the SNMP v3 Key Passwords on page 117.

NerveCenter supports either HMAC-MD5-96 (MD5) or HMAC-SHA-96 (SHA) as
authentication protocol on a per-node basis and CBC-DES as the privacy protocol. The default
authentication protocol for NerveCenter is MD5. If you change the authentication protocol on
an SNMP v3 agent, you must likewise change the protocol used by NerveCenter to manage the
corresponding node in its database.

Refer to the book Designing and Managing Behavior Models for details about changing the
authentication protocol used by NerveCenter for an agent.

A node must have SNM P version information before NerveCenter can poll the node or process
atrap from the node. NerveCenter can discover the version of a node automatically or
manually. If auto-classification is enabled, then a newly added node (discovered from atrap,
added from a platform such as HP OpenView, imported from another NerveCenter) will be
classified at the highest level possible.

Note Auto-classification isdisabled when you install NerveCenter. You must enable this feature

before NerveCenter can classify nodes added to its database.

See SNMP Auto and Manual Classification Settings on page 110.

Refer to the book Designing and Managing Behavior Models for details about classifying
nodes manually.

The trap source specified during installation can be changed to MSTrap, OV TrapD or
NerveCenter. Changing the trap source requires stopping and starting the related applications
(e.g., OVTrapD) and restarting the NerveCenter Server.

See Managing the NerveCenter Trap Source on page 46.

SNMP v3 operations are logged to afile so that you can follow the progress of v3 activities.
The log includes information about activities (e.g., akey changeinitiated by the user) as well
as errors that occur while NerveCenter attempts to perform the activities.

See SNMP v3 Operations Log on page 121.
See SNMP Error Satus on page 125 for information about SNMP v3 errors.

NerveCenter ships with behavior models that provide the status of various applications
monitored by the SNMP Research CIAgent.

For complete detail s about these and all behavior models, refer to the Behavior Models
Cookbook.
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NerveCenter Support for SNMP v3 Security

SNMP v3 specifications enable any two devices to communicate in a completely secure fashion
using message authentication to validate users and encryption to ensure the secrecy of the
communication. SNMP v3 provides a User-based Security Model (USM) to establish
authentication and secrecy.

NerveCenter supports three security levels for communicating with an SNMP v3 agent:

+  NoAuth/NoPriv: Passwords for authorization and privacy are not required to communicate
with the agent. NerveCenter still requires the user name and context for polling.

+  Auth/NoPriv: The authorization protocol and password are required to communicate with the
agent. NerveCenter requires the user name, context, and authentication password for polling.

+  Auth/Priv: All security parameters are required to communicate with the agent. NerveCenter
reguires the user name, context, and the privacy and authentication passwords for polling.

Communication between any two SNMP v3 entities takes place on behalf of auniquely identified
user within the management domain. The security level used for this communication defines the
kind of security services—message authentication and encryption—used while exchanging data.
NerveCenter communicates with SNMP v3 nodes on behalf of the NerveCenter poll user in the poll
context. By default, the user name for MD5 authentication is NCUser, the user name for SHA-1
authentication is NCUserSHA 1 and the context is NCContext, though you can change both the user
names and context in NerveCenter.

If you do not specify a security level for an SNMP v3 node, NerveCenter uses a default security
level of NoAuthNoPriv, which means that message authentication and encryption services are not
used for data exchange with the node. You can later change the security level in NerveCenter.

Note The NerveCenter poll user, context, authentication password, and privacy password can be
changed in NerveCenter Administrator. If you change the passwords, you can update this
information on all nodes directly from the NerveCenter Administrator.

The security level used by NerveCenter while polling SNMP v3 nodesis configured for each
node in NerveCenter Client. Information specific to nodes, such as version, security level,
and authentication protocol, are entered in NerveCenter Client for the node.

Chapter 8, Managing SNMP Settings 105



Overview of NerveCenter SNMP v3 Support

NerveCenter Support for SNMP v3 Digest Keys and Passwords

SNMPv3 protocols alow any two devices to communicate in a completely secure fashion using
message authenti cation and message encryption to ensure the secrecy of the communication. In any
SNMP v3 communication, one of the two communicating entities plays arole of authoritative
entity for the communication, and communication is performed on behalf of a unique user within
the management domain.

The sender of a secure message attaches a code, called a digest, for authentication and encryptsthe
message to ensure privacy. To generate this digest, the sender uses an authentication key at the
authoritative entity of the user on whose behalf communication takes place. Similarly, to encrypt a
message, the sender uses a privacy key at the authoritative entity of the user on whose behal f
communication takes place. These keys are generated from the authentication password and
privacy password, respectively, for the user.

SNMP v3 specifications have defined a localized key-generation scheme. For every user, the
authentication key at every SNMP v3 entity is a function of the snmpEnginel D of that entity, the
user’s authentication password, and the authentication protocol. For every user, the privacy key at
every SNMP v3 entity is afunction of the snmpEnginel D of that entity, the user’s privacy
password, and the privacy protocol. NerveCenter supports this localized key-generation scheme.

NerveCenter communicates with SNMP v3 nodes on behalf of the NerveCenter poll user (by
default, NCUser for MD5 authentication and NCUserSHA1 for SHA-1 authentication) in the poll
context (NCContext by default). NerveCenter needs to know the authentication and privacy
passwords for this user in order to generate the keys required for secure communication. Whenever
NerveCenter learns the snmpEnginel D of anewly discovered SNMP v3 agent with a security level
other than NoAuthNoPriv, NerveCenter generates these keys for the NerveCenter poll user on that
agent. By default, the passwords are NCUserA uthPwd (authentication) and NCUserPrivPwd
(privacy), though you can change both in NerveCenter Administrator. These passwords are used for
all nodes that NerveCenter manages.

When the message is sent, if authentication isrequired (a security level of AuthNoPriv is specified
for the node), the sender uses the authentication key to generate the digest for the message. This
digest is appended to the message.

If encryption isrequired (a security level of AuthPriv is specified for the node), the sender usesthe
privacy key to generate the digest for the message. For this security level, only the privacy digest is
required; privacy assumes authentication, and you cannot have encryption without authentication.

On receipt of a secure message, areceiver does the following
*  Separates the message from the digest (authentication or privacy).

+ Usesthe corresponding key available in itslocal store to generate itslocal copy of the digest
from the message.
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+  Comparesthe two digests (i.e. one received in the message and one generated locally). If both
digests are the same, the recipient authenticates or decrypts the message using the
corresponding local key. If the digests are not the same (indicating alack of authentication),
the recipient discards the message.

+  Therecipient reads and processes the message.

Discovery and Initialization of SNMP v3 Agents

NerveCenter can discover and monitor nodes with SNMP v1 and v2 agents without knowing
anything in particular about the agent beforehand. For nodes with SNM P v3 agents, however,
NerveCenter requires certain information before the node can be discovered and managed. The
process of obtaining thisinformation is call initialization.

Initialization occurs in two cases;

+ After installation, a node must be initialized for NerveCenter to obtain engine information
required for polling.

+ When anode's version is changed to SNMP v3 from some other version, the node must be
initialized.

Before NerveCenter can initialize a node, the SNMP v3 agent must be configured on the node with

the poll user, poll context and security level.

+  See SNMP v3 security for information about the poll user, poll context, and security level.

+  See Configuring an SNMP v3 Agent for NerveCenter on page 108 for configuration details.

Initialization consists of the following:

+  Obtaining the snmpEnginel D value for the agent. To obtain thisinformation, the agent must be
configured with an “initial” user that has a security level of NoAuthNoPriv. See Configuring
an Initial User for Discovering an SNMP v3 Agent on page 110 for details.

The engine ID isall that's required for discovering an SNMP v3 node.
+  Obtaining additional engine information if required for the chosen level of security.

NerveCenter requires additional engine information when the NerveCenter user has a security
level other than NoAuthNoPriv. In this case, NerveCenter must obtain both the
snmpEngineBoots and snmpENngineTime values of the SNMP v3 agent. NerveCenter must
know the engine ID before it can request the boots and time information from the agent.

Note SNMPv3 specifications makes a provision for allowing completely secure initial
configuration of agents wherein an agent need not disclose its snmpEnginel D. Network
management applications must obtain on their own the snmpEnginel D of such agents.
NerveCenter cannot initialize or poll such agents.
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Configuring an SNMP v3 Agent for NerveCenter

Before NerveCenter can discover or poll an SNMP v3 agent on a node, the following information
must be configured on the SNMP v3 agent:

+  NerveCenter user (also referred to as poll user)
+  NerveCenter context (also referred to as poll context)
NerveCenter then polls the SNMP v3 agent on behalf of the poll user in this poll context.

In addition to the poll user and context, the following parameters must be configured on the SNMP
v3 agent.

Note The following descriptions serve only as guidelines for configuring SNM P v3 agents for
NerveCenter. For exact procedural details about configuring SNMP v3 agents, consult the
user documentation supplied by your SNMP v3 agent provider.

+  User Name (MD5): (usmUserName) NerveCenter communi cates with the SNMP v3 agents
using M D5 authentication on behalf of the user name you provide. By default the MD5
authentication user name is NCUser. The user name must be configured on all SNMP v3
agents using M D5 authentication with whom NerveCenter communicates. If you specify a
different name for this user on the agent, then you must configure this new user name on al the
SNMP v3 agents using M D5 authentication managed by NerveCenter. Moreover you must
change the name accordingly in NerveCenter Administrator. The M D5 authentication user
name and the SHA-1 authentication user name must be different.

¢  User Name (SHA-1): (usmUserName) NerveCenter communicates with the SNMP v3 agents
using SHA-1 authentication on behalf of the user name you provide. By default the SHA-1
authentication user name is NCUserSHA 1. The user name must be configured on all SNMPv3
agents using SHA-1 authentication with whom NerveCenter communicates. If you specify a
different name for this user on the agent, then you must configure this new user name on al the
SNMP v3 agents using SHA-1 authentication managed by NerveCenter. Moreover you must
change the name accordingly in NerveCenter Administrator. The M D5 authentication user
name and the SHA-1 authentication user name must be different.

+  User Context: (vacmContextName) User context in which NerveCenter communicates with
the SNMP v3 agent. NerveCenter uses only one user context for communicating with all
SNMP v3 agents, which by default is NCContext. NCContext must be configured on all
SNMP v3 agents with whom NerveCenter communicates. |f you specify a different context
name on the agent, then you must configure this new user context on all the SNMP v3 agents
managed by NerveCenter. Moreover you must change the name accordingly in NerveCenter
Administrator.

When determining the context permissions for the NerveCenter user, make sure the user can
access al the MIBs that you want NerveCenter to manage. That means the NerveCenter
user/context should have access to all the MIB objects that you want NerveCenter to manage,
given the security level you choose for the agent.
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+  Security level: (SecurityLevel) Security level NerveCenter uses to communicate with the
SNMP v3 agent. NerveCenter supports all three security levels specified by SNMP v3:
authPriv, noAuthNoPriv, and authNoPriv. If you later change the security level for the agent on
the node, you must also change thisinformation for the node in NerveCenter Client.

Make sure to specify the appropriate level of security for the information NerveCenter
manages. If you specify noAuthNoPriv, you will not have authentication or encryption for your
SNMP v3 messages.

+ Authentication Protocol: (usmUserAuthProtocol) At present SNM P v3 specifications define
two message authentication schemes: HMAC-MD5-96 (MD5) and HMAC-SHA-96 (SHA).
You can choose either of these two protocols for the agent, but you must specify the protocol
you choose in NerveCenter Client for the respective node. By default, NerveCenter specifies
MDS5 for al nodes. If you choose to configure the agent with SHA instead, then you must
change this information for the node in NerveCenter Client. The key localization scheme
defined in SNM P v3 specifications has a link with the authentication protocol. Therefore,
whenever you change the authentication protocol, NerveCenter must recompute the keys for
the agent concerned. If you are using noAuthNoPriv security level, then configure the SNMP
v3 agent with usmNoA uthProtocol to be used for communication. Of course, then you will not
have either authentication or encryption for your SNMP v3 messages.

+  Privacy Protocol: (usmUserPrivProtocol) SNMP v3 standard specifies that CBC-DES can be
used for encryption services, and that is the only protocol NerveCenter supports. If you want
encryption services, then configure the SNMP v3 agent to use CBC-DES asiits privacy
protocol to communicate on behalf of NerveCenter user in context with the AuthPriv security
level. If you are using noAuthNoPriv or AuthNoPriv security levels, then you can configure
the SNMP v3 agent with usmNoPrivProtocol. Of course, then you will not have encryption for
your SNMP v3 messages. If you use some protocol other than CBC-DES, NerveCenter can not
use encryption services to manage the agent.

+ Passwords: (AuthKey, PrivKey) Configuring the NerveCenter user also involves configuring
the authentication and privacy passwords. The passwords you provide are converted to
authentication keys at runtime.

NerveCenter uses the following as default passwords for the NerveCenter user:
+ NCUserAuthPwd (for the authentication password)
+  NCUserPrivPwd (for the privacy password)

If you choose a security level of authPriv for a node, both passwords are used. For a security
level of authNoPriv, only the authentication password is used. For a security level of
noAuthNoPriv, no passwords are used. Depending on the security level you set up for the
agent, you must configure the NerveCenter user with these same passwords:

These passwords, along with snmpEnginel D and the authentication protocol (MD5 or SHA)
are used to generate keys (AuthKey and PrivKey respectively). Refer to the SNMP v3
specifications for more information. If you choose different authentication and privacy
passwords in NerveCenter, then configure all SNMP v3 agents managed by NerveCenter to
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use the authentication and privacy passwords designated for the NerveCenter user. If you
change the passwords on one agent, you must make the change on all SNMP v3 agents
managed by NerveCenter.

Initially you need to configure these passwords directly on all SNMP v3 agents that you want
NerveCenter to manage. If you later change the passwords, you can do so from the
NerveCenter Administrator.

Configuring an Initial User for Discovering an SNMP v3 Agent

To discover an SNMP v3 node, NerveCenter sends a GetRequest message to that node with the
following parameters:

+  SecurityLevel: set to (noAuthNoPriv)

+ MsgUserName: set to (initial)

+  MsgAuthoritativeEnginel D: set to zerolength (* *)
+  Empty variable bindings (variable-bindings=" *)

Note For exact procedural details about configuring SNM P v3 agents, consult the user
documentation supplied by your SNMP v3 agent provider.

A properly configured SNMP v3 agent responds to the GetRequest with a Report PDU, which
includes its local snmpEnginel D (supplied within the msgAuthoritativeEnginel D field). After
NerveCenter obtains the snmpEnginel D, NerveCenter can discovers the node as an SNMP v3
agent.

This process of discovering SNMP v3 agents is recommended in SNMP v3 specifications. Most of
the SNMP v3 agents are preconfigured with an “initial” user and respond in the manner previously
described to the GetReguest, so you generally won't have to perform any specia type of
configuration on your agent. Refer to the user documentation supplied by your SNMP v3 agent
provider for detailed information.

SNMP Auto and Manual Classification Settings

Using manual or auto-classification, NerveCenter can send requests to determine the highest
SNMP version on anode. When you enable auto-classification, NerveCenter attempts to classify
each node automatically when the node is added to the NerveCenter database.

A node must have correct version information, either supplied manually by the user or obtained via
classification, before NerveCenter can poll the node or process a trap from the node.

More information is contained in the following sections:

+  How NerveCenter Classifies a Node's SNMP Version on page 111
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+  When NerveCenter Classifiesa Node's SNMP Version on page 112
+ Enabling Auto-classification on page 113

¢ Setting a Maximum Classify Value on page 114

How NerveCenter Classifies a Node’'s SNMP Version
There are two main ways that NerveCenter classifies nodes:

+ Manualy—You can issue a classify command in NerveCenter Client to classify one, several,
or al nodesin the database. Procedures for issuing such commands are described in Designing
and Managing Behavior Models.

+ Automatically—NerveCenter can be configured to classify nodes when they are added to its
database (discovered from atrap, added from a platform such as OpenView Network Node
Manager, or imported from another NerveCenter).

For a detailed study of classification, refer to the white paper “ Open NerveCenter: Node
Classification,” which ships with the NerveCenter online guides. Following is a summary of
classification.

Each time NerveCenter attemptsto classify a node, NerveCenter sends a series of classification
requests (GetRequest messages) to the node. NerveCenter classifies the node based on the
responses to these requests. Each request corresponds to an SNMP version—either v1, v2c, or v3.

While classifying a node, NerveCenter attempts to detect the maximum supported version on the
agent up to a maximum specified version, which you can configure in NerveCenter Administrator.
So, for example, if you set amaximum classification version of v2c, NerveCenter never attemptsto
classify nodes any higher than v2c. (However, in the Client module, you can manually specify any
version for a node and then test communication with the agent using that version.)

Based on the response to its messages, NerveCenter changesits SNMP version setting for the node.

Caution Note the following about node classification:
+ When NerveCenter attemptsto classify anode, any existing version information for
the nodeislost during classification. For example, if the node was previously identified
as SNMP v3 and is now changed (to v1, v2c, or Unknown), then the v3 related security
information for the nodeis lost.
+ If NerveCenter failsto classify the node, then the version of the nodeis set to
“Unknown.” NerveCenter cannot poll anode with an unknown version.
+ A node must have correct version information, either supplied manually by the user
or obtained via classification, before NerveCenter can poll the node or process atrap
from the node.
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When NerveCenter Classifies a Node's SNMP Version

There are two main ways that NerveCenter classifies nodes:

*

On demand—You can issue aclassify command in NerveCenter Client to classify one, several,
or al nodesin the database. Procedures for issuing such commands are described in Designing
and Managing Behavior Models.

Automatically—You can set up auto-classification in NerveCenter Administrator. Then, when
NerveCenter adds nodes to its database (discovered from atrap, added from a platform such as
OpenView Network Node Manager, or imported from another NerveCenter), any nodes
without version information are classified at the highest possible level. NerveCenter does not
attempt auto-classification for nodes that you add manually in Client.

When you enable auto-classification, NerveCenter attempts auto-classification in the following
instances:

*

A node is added through a node file either from importutil or from the Client, and the node
does not have aversion or hasthe version “Unknown.” Thiswould happen, for example, if you
were importing the node from a previous version of NerveCenter.

A node isimported from another NerveCenter Server, and the node does not have aversion or
has the version “Unknown.”

A node is added from atrap, and the node’'s version is not v3. NerveCenter needs to verify
whether these nodes are v1 or v2. If the trap indicates v3, NerveCenter does not need any
further verification.

NerveCenter is co-resident with network management platform and the platform sends nodes
to NerveCenter. All nodes added from OpenView Network Node Manager are v1 by default.

Note NerveCenter does not attempt auto-classification for nodes that you add manually in Client.

Disabling auto-classification in Administrator prevents auto-classification for all these cases. If you
choose to disable auto-classification, bear in mind that NerveCenter does not poll nodes whose
SNMP version is unknown. (You can till classify nodes manually in NerveCenter Client using the
available commands.)

112

Managing NerveCenter



SNMP Auto and Manua Classification Settings

Enabling Auto-classification

NerveCenter can be configured to send arequest that determinesthe highest SNM P version on each
node automatically when the node is added to the NerveCenter database. You specify separately the
highest version you want NerveCenter to detect. See Setting a Maximum Classify Value on

page 114.

<> To enable auto-classification and set a maximum classify value:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Classify tab.
The Classify tab is displayed.

% MOZART =1 E3
Server I Mode Source
I Filters | Inform Canfiguration | Actions | SMMP | SNMPya |
Log I OpC Host I License I Partz Classify
M aximurn Version I - l
M aximum Requests lzq—
Per Cycle
Auto Clazsify r
| Save I | Lloze I | Undo I | Help I

3. Select the AutoClassify checkbox.
NerveCenter auto-classification is enabled up to the version you select.

Note To disable auto-classification, deselect the AutoClassify checkbox. If you disable
auto-classification, bear in mind that NerveCenter does not poll nodes whose SNMP version
is unknown.
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4. Select Save.

Setting a Maximum Classify Value

Whether using auto-classification or manual node classification (in Client), you specify the highest
version you want NerveCenter to detect. When performing classification, NerveCenter will never
attempt to classify anode for any version above the version you specify. For example, if you select
v2c, NerveCenter can send classification requests only for SNMP v1 and v2c. (However, in the
Client module, you can manually specify any version for a node and then test communication with
the agent using that version.)

o To set a maximum classify value:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Classify tab.
The Classify tab is displayed.

% MOZART =1 E3
Server I Mode Source I
I Filters | Inform Canfiguration | Actions | SMMP | SNMPya |
Log I OpC Host I Licenze I Ports Classify
M aximurn Version I - l
M aximum Requests lzq—
Per Cycle
Auto Clazsify r
| Save I | Lloze I | Undo I | Help I

3. Select the highest level you want to classify from the Maximum Version drop-down listbox.
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4. Select Save.

Setting the Maximum SNMP v3 Requests per Cycle

NerveCenter allows you some control over SNMP v3 overall performance by setting the maximum
number of SNMP v3 requests per processing cycle. An SNMP v3 processing cycle occurs
approximately every second.

The value you enter determines the number of requests NerveCenter processes simultaneously for
all v3 operations including classification, SNMP Test Version poll, version change to or from v3,
authentication protocol change, security level change, initialization requests, and others.

When deciding the rate of v3 requests, you should consider how many SNM P messages per second
your network devices can and should handle. Also consider whether the messaging uses
authentication and privacy keys, which can slow down performance even more.

o To set the maximum number of SNMP v3 requests:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Classify tab.
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The Classify tab is displayed.

3. Inthe Maximum Requests Per Cycle field, enter the maximum number of SNMP v3
reguests you want NerveCenter to process. The default valueis 20.

4. Select Save.
NerveCenter will handle SNM P data according to these settings.
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SNMP v3 Security Settings

Before NerveCenter can poll SNMP v3 agents, the agents must be configured to support a
NerveCenter user. By default the user name is NCUser, though you can change the namein
NerveCenter Administrator.

The NerveCenter user (NCUser) shall have a context (NCContext by default) and two passwords
(authentication and privacy). You must supply the authentication and privacy passwords for the
NerveCenter user configured on your devices. The security level and authentication protocol are set
at the node level in NerveCenter Client.

More information is contained in the following sections:
+  Changing the SNMP v3 Key Passwords on page 117
+  Changing the NerveCenter SNMP v3 User Name and Context on page 119

Changing the SNMP v3 Key Passwords

The authentication and privacy protocols require specialized keys, called authentication and
privacy keys. These keys are generated from corresponding passwords. Before NerveCenter can
poll SNMP v3 nodes, NerveCenter requires passwords for the NerveCenter user (NCUser)
configured on your v3 agents.

By default, these passwords are as follows when you install NerveCenter.

¢ Thedefault authentication password is NCUserAuthPwd. This password is required for
AuthNoPriv and AuthPriv security.

+  Thedefault privacy password is NCUserPrivPwd. This password is required for AuthPriv
Security.

After installation, you can change the passwords as appropriate for your network management
strategy. Optionally, you can command NerveCenter to update the new passwords on all managed
nodes.

Note Each password must have at |east eight characters, with a maximum length of 32 characters.
The passwords are case sensitive.

To provide or change SNMP v3 passwords:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the SNMPV3 tab.
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The SNMPv3 tab is displayed.

- =]
Log I OpC Host I Licenze I Ports I Clazszify I
Server I MNode Source

IF Filters I Inform Configuration I Actiohs I SHMP  SHMPY3

— Password

Authentication I ***********

Recanfirm Im
Authentication

Frivacy Im
Recanfirm Im
Privacy

r Update Keys At Modes

SMHMP &cce

Uszer [MD5] INEUser
User (SHA-T) INEU serSHAT|

Context INCEontext

| Save I | Lloze I | Undo I | Help I

Enter your authentication password in the Authentication field.
Retype this password in the Reconfirm Authentication field.
Enter your privacy password in the Privacy field.

Retype this password in the Reconfirm Privacy field.

To update the passwords on all managed agents, select Update Keys At Nodes.

You would normally want NerveCenter to update the passwords on your agents. If you prefer
to do this manually or if you have already set the passwords on each agent, then do not select
the checkbox.

Select Save.

A message box displays awarning that NerveCenter must stop polling SNMP v3 nodes while
performing this operation.

Select Yes to save the new passwords or No to cancel the change.
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When NerveCenter updates passwords on managed agents, all polling of SNMP v3 nodesis paused
until the operation is complete. In addition, various v3 operations (e.g., change of authentication
protocol or security level) are not available in NerveCenter Client during this operation.

After the key change, NerveCenter is configured with the new passwords even if the key change
operation fails on an agent. Key change failure isindicated in the node's properties in NerveCenter
Client.

If NerveCenter Server is stopped during aremote key change operation, the operation resumes
automatically when the Server is restarted.

Changing the NerveCenter SNMP v3 User Name and Context

Before NerveCenter can poll SNMP v3 agents, the agents must be configured to support a
NerveCenter user and context. By default the MD5 user name is NCUser, the SHA-1 user nameis
NCUserSHA 1, and the context is NCContext. If you change these values on your agents, you must
make the same change in NerveCenter Administrator. You may want to change the user names and
context on aregular basis to ensure privacy, or if you have multiple NerveCenter managing
different categories of devices, you may want different user names and context associated with
each category.

R To change the user name or context:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the SNMPV3 tab.
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The SNMPv3 tab is displayed.

& STRIDER

MCUzerSHAT|

3. Enter enter the new MD5 user name in the User (MD5) field. Select the existing text and type
the name you want.

4. Enter enter the new SHA-1 user name in the User (SHA-1) field. Select the existing text and
type the name you want.

Caution The MD5 authentication user name and the SHA-1 authentication user name must be
different.

5. Enter the new context in the Context field.

6. Select Save.

NerveCenter is configured with the new user name and context and will use these names when
communicating with managed nodes.
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SNMP v3 Operations Log

Whenever aNerveCenter Server receives arequest for an SNM P v3 operation (e.g. authorization or
privacy key change reguest) or an error occurs while attempting to perform an SNMP v3 operation
(e.g. v3initidization fails), the NerveCenter Server logs amessage to afile. Thislog file, named
v3messages . log, residesin the NerveCenter installation log directory on the NerveCenter Server
host machine. The file contains messages about SNMP v3 operations and errors resulting from
requests that originate with any connected NerveCenter Clients, Administrators, and Command
Line interfaces.

When an error occurs after attempting to perform an SNMP v3 operation, aside from logging the
error in the log file, the NerveCenter Server notifies all connected NerveCenter Clients and
Administrators in the following ways:

+ If you arelogged on to the NerveCenter Client or Administrator that initiated the operation that
caused an error condition, NerveCenter displays a dialog box with the error that islogged.

+ |If you arelogged on to some other NerveCenter Client or Administrator (one that did not
initiate the error condition), you see ared icon in the status bar. When you double-click the
icon, adialog box displays the NerveCenter Server with the SNMP v3 error. If your Client or
Administrator is connected to more than one Server, the dialog box lists all serversthat
currently have an error condition.

When your NerveCenter Client or Administrator displays adialog box with an error condition, you
can do either of the following:

+  Acknowledge the error condition by “signing the log.” When you sign the log, NerveCenter
notes this fact in the log file and changes the red icon to green for al connected Clients and
Administrators.

+ Dismissthe dialog box without acknowledging the error condition. If you merely dismissthe
dialog box, only the icon in your Client or Administrator turns green. For all other connected
Clients and Administrators, the icon remains red and signals to those modules that the
NerveCenter Server has some error that remains unacknowledged, or unsigned. Moreover, the
Server does not indicate acknowledgment in the log file.

If the SNMP v3 operation affects a group of nodes (e.g., version change or classification failure),
you will see only one instance for the group displayed in the error message dialog box. To see
details for each node, you can look in the log file.

Whether you acknowledge or dismissthe error, all messages remain in the vamessages . 1og for
you to read.

For more information, refer to the following topics:
+ Sgning a Log for SNMP v3 Errors Associated with Your Administrator on page 122

+ Sgning a Log for SNMP v3 Errors Associated with a Remote Client or Administrator on
page 123

+  Viewing the SNMP v3 Operations Log on page 124
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Signing a Log for SNMP v3 Errors Associated with Your Administrator

Whenever an SNMP v3 operation is requested or an error occurs while attempting an SNMP v3
operation, the NerveCenter Server logs a message to afile. If you are logged in to the NerveCenter
Administrator that initiated the request causing alogged condition, NerveCenter displays adialog
box with the error that is logged.

Figure 8-1. Operations Log Error in Server Dialog Box for Your Administrator

Error in server MOZART! E

The zerver haz the following error.

Auto Clazzity Failed for 1 node(s).

™ Sign the log and dizmiss emors.

Help |

You can acknowledge alogged condition from NerveCenter Administrator by signing the
Operations log. Signing the log causes the icon to turn green in all connected
Clients/Administrators.

You can also dismiss the dialog box without acknowledging the error condition.
To sign the Operations log:

1. After viewing the message that NerveCenter displays on your screen, check the Sign the log
and dismiss errors checkbox.

2. Select OK.

Theiconin the Status Bar turns green for all Clients or Administrators connected to the
designated NerveCenter Server. You can later view this message again in the Operations log.
Thisfile, named vamessages . 1og, residesin the NerveCenter installation log directory. The
file can be viewed in atext editor or word processor.

To dismiss the Error in Server dialog box:

+  Select OK without checking the checkbox.

In this case, only theicon in your Administrator turns green. For al other connected Clients
and Administrators, the icon remains red and signal s to those modules that the NerveCenter
Server has some error that remains unacknowledged.
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Signing a Log for SNMP v3 Errors Associated with a Remote Client or
Administrator

Whenever an error occurs while attempting an SNMP v3 operation, the NerveCenter Server logs a
message to afile. If you arelogged on to some remote NerveCenter Administrator (one that did not
initiate the error condition), you see ared icon in the status bar.

You can acknowledge alogged condition from NerveCenter Administrator by signing the
Operations log. Signing the log causes the icon to turn green in all connected
Clients’Administrators.

You can a'so dismiss the dialog box without acknowledging the error condition.
o To sign the Operations log:

1. Double-click theredicon in the Status Bar.
The Error In Server dialog box is displayed.

Error In Server! E

The following zervers have emnors. Please check their log files for details.

Check the servers to sign their log files and dismiss the emors.

[CIMOZART

Help |

2. Check the NerveCenter Server or Servers for which you want to sign the log.

3. Select OK.

Theicon in the Status Bar turns green for all Clients or Administrators connected to the servers
you checked. At a suitable time, you can open the Operations |og and view the new message.
Thisfile, named vamessages . 1og, residesin the NerveCenter installation log directory. The
file can be viewed in atext editor or word processor.

& To dismiss the Error in Server dialog box:

1. Double-click theredicon in the Status Bar.
The Error In Server dialog box is displayed.

2. Select OK without checking any of the checkboxes.
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In this case, only the icon in your Administrator turns green. For all other connected Clients
and Administrators, the icon remains red and signal's to those modul es that the NerveCenter
Server has some error that remains unacknowl edged.

Viewing the SNMP v3 Operations Log

Whenever an SNMP v3 operation is requested or an error occurs while attempting the operation,
the NerveCenter Server logs amessageto afile. Thislog file, named vamessages . 1og, residesin
the NerveCenter installation log directory on the NerveCenter Server host machine.

Thefile can be viewed in atext editor or word processor. As NerveCenter adds more messages to
thefile, the file continues to grow until you manually remove old messages.

The log entries resembl e the following:

06/20/2000 09:26:29 Tue - Event ID : NC_SERVER; Category ID
NC_THREAD V3OP;Error Status : AutoClassifyFail; Error while
communicationg using SNMPvl for 10.52.174.51 because of
NC_PORT UNREACHABLE;

Following are thefieldsin the log:
Table 8-1. Fields in the Operations Log

Field Description

Date/Time Date and time the record was logged. The format is month/day/year,
hour/minute/second, and day (for example, 12/16/2000 11:32:29 Sat).

EventID ThisalwaysNC_SERVER.

CategorylD Name of the thread where the event occurred.

Error Status One of several error status strings

See SNMP Error Satus on page 125 for adescription of SNMP v3 error status
messages and which ones cause polling to stop for a node.

Error Description Details of the error or operation.
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SNMP Error Status

When NerveCenter is unable to complete an SNMP operation on a node, the error statusis
displayed in the Node List (NerveCenter Client and Web Client) and in the SNMP tab of the node’s
definition window (NerveCenter Client).

The following illustration shows the Node List window in the Client.

Figure 8-2. Node List Window

E&l STRIDER:Node List [_ O] %]

Mode Count: 115

Mame Grou Severit Managed | Suppres... | SNMP Version | Enor Status || IP Addresses

10.52.174.100
petri.dury... Mib-ll Mormal Managed Mo w3
106217, Mibl Mormal Managed Mo w3
nctec.dur..  Mib-ll Mormal Managed Mo w3
106217, Mibl Mormal Managed Mo w1
106217, Mibl Mormal Managed Mo w1
106217, Mibl Mormal Managed Mo w1
hpbuild.d... HP-UML..  Momal Managed Mo w1
grizzly.dur... HP-UML..  Momal Managed Mo w1
106217, Mibl Mormal Managed Mo w1 -
Open | Mew | Motes | Cloze | Help |

Though most of the error strings correspond to SNMP v3 errors, some are applicable for v1 and v2c
errors as well. These are noted in the descriptions bel ow.

Sometimes error conditions can be corrected simply by running the SNMP Test Version poll.
Others may require configuration changes to the node's SNM P agent. After changing the
configuration of an SNMP agent, always test communication with the node in NerveCenter Client
prior to polling the node.

The following list describes each possible SNMP error status.

+ AuthKeyFail — The change for the authentication key failed. Polling will not happen for nodes
with this error. You must rectify the problem manually on the agent and use the Test Version
poll to verify NerveCenter communication with this node.

+ PrivKeyFail — The change for the privacy key failed. Polling will not happen for nodes with
this error. You must rectify the problem manually on the agent and use the Test Version poll to
verify NerveCenter communication with this node.

+ AuthPrivKeyFail — Change for both the authentication and privacy keysfailed. Polling will
not happen for nodes with this error. You must rectify the problem manually on the agent and
use the Test Version poll to verify NerveCenter communication with this node.

+ V3lnitFail — An attempt to get the engine ID failed and NerveCenter could not initialize the
node. Polling will not happen for this node. You can try running the Test Version poll, which
attemptsto get the engine ID for this node again. Alternatively, if the node sends a trap that
NerveCenter can decode, NerveCenter will then get the engine ID from that trap.
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ClassifyFail — At attempt to obtain the node's version failed during a classification attempt.
The version will be “Unknown” for this node and polling will not happen. You can manually
change the version or try to classify the node again.

AutoClassifyFail — At attempt to obtain the node’s version failed during a classification
attempt while NerveCenter was using auto-classification. The version will be “Unknown” for
this node and polling will not happen. You can manually change the version or try to classify
the node again.

Note ClassifyFail and AutoClassifyFail status values are not limited to SNMP v3 agents. If

NerveCenter attempts classification of an agent and the classification attempt fails for some
reason (e.g., the agent is down), NerveCenter will mark the node with ClassifyFail or
AutoClassifyFail regardless of the SNMP version supported on the agent.

TestVersionFail — At attempt to poll the SNMP agent failed. The Test Version poll sends a
GetReqguest message for a node based on the SNMP version configured for that node.

If the Test Version poll fails, polling will not happen for this node. In that case, you may need
to reconfigure the agent on this node. Then, try running the Test Version poll again (from a
node’s definition window or the right-click menu in the node list).

Note TestVersionFail is not limited to SNMP v3 agents. You can test the version of any SNMP

agent with this feature.

Configuration Mismatch — Indicates an SNMP trap was received but there is some problem
with the configuration on the agent. If NerveCenter is unable to decode a trap due to some
unspecified reason (e.g., unsupported authentication or privacy parameters on the agent, or an
incorrect NerveCenter user name), NerveCenter can receive the trap and add the node to its
database if NerveCenter is configured to discover nodes viatraps. After adding the node to its
database, however, NerveCenter assigns an error status of Configuration Mismatch.

Note Any error that occurs during the decoding of traps always results in a Configuration

Mismatch error message.

TimeSyncFail — An attempt to get the engine boots/timeticks failed for the node. Polling will
continue for thisnode. If any polls successfully reach the node, the node responds with an “ Out
of time window” report PDU that contains the correct boots/timeticks, and NerveCenter can
then update thisinformation for the node. For theinitia pollsthat generate the report PDU, the
SNMP_NOT_IN_TIME_WINDOW trigger will befired.

You can ignore this message, which simply indicates that NerveCenter is getting in sync with
that node. Moreover, it is easy to recover from this error status. Right-click the node in the
Node List and select v3TestPoll. If the agent corresponding to the node is up, the test poll
should be successful and NerveCenter will clear the error message.
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NerveCenter will not poll any nodes whose error status is one of the following:
+  AuthKeyFail

+  PrivKeyFall

*  AuthPrivKeyFall

+  TestVersionFail

+  Va3InitFail

+ ClassifyFalil
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Managing NerveCenter Security 9

NerveCenter security allows access for two different groups. A NerveCenter administrator must
add users to an appropriate user group before they can use NerveCenter.

Note On Windows, NerveCenter can be installed without security. If NerveCenter isinstalled
without security, users do not need to enter a name and password when logging on to the
server.

On Windows, the NerveCenter Server authenticates users against the Windows built-in security. On
UNIX, the NerveCenter Server authenticates users against the local machine or an NIS database.
Membership in the appropriate groups determines what privileges users have within NerveCenter.

Note The user ID under which the NerveCenter Server runs on Windows must be amember of the
NerveCenter Admins group. On UNIX, root must run the server; however, after the server
initializes, control is given to the nervectr user, which is amember of ncadmins.

Members of the ncadmins group on UNIX or the NerveCenter Admins group on Windows can
configure NerveCenter and create and modify behavior models. Members of the ncusers group on
UNIX or the NerveCenter Users group on Windows can monitor network status and reset alarms.
For more details about privileges, see the section NerveCenter Login Rights on page 28.

This chapter includes the following sections:

Section Description

Managing Security on UNIX on  Explains how to add users to user groups on UNIX.
page 130

Managing Security on Windows ~ Explains how to add usersto user groups on Windows.
on page 130
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Managing Security on UNIX

During aNerveCenter installation, the ncadmins and ncusers groups and the nervectr user, which is
amember of ncadmins, are created. After installation, a NerveCenter administrator must add users
to the appropriate groups.

Use the following guidelines when adding users to groups:

+ Add NerveCenter administrators to the ncadmins group. See The Role of a NerveCenter
Administrator on page 30.

+ Add NerveCenter usersto the ncusers group. NerveCenter userswill only use the NerveCenter
Client to monitor networks.

Managing Security on Windows

Unless the person installing NerveCenter chose to install NerveCenter without security,
NerveCenter Setup automatically creates two groups with the required login rights—NerveCenter
Admins and NerveCenter Users. Setup also automatically adds to the NerveCenter Admins group
the user ID of the person who installs NerveCenter.

Note The person who installs NerveCenter must have the rights to create either local or global
groups. If not, NerveCenter will not create these groups successfully.

Setup creates these groups differently depending on where you install NerveCenter.

+ If youinstall on aWindowsworkstation or server, NerveCenter Setup createstwo local groups.
These two local groups must be on every machine that runs NerveCenter.

+ |f youinstall on an Windows primary or backup domain controller, NerveCenter Setup creates
two global groups on the primary domain controller.

You can a'so create other groups that are members of one of the NerveCenter groups.

There are two scenarios for adding NerveCenter users.

+ Adding Usersto a NerveCenter Installed on a Windows Workstation or Server on page 131
+  Adding Usersto a NerveCenter Installed on a Windows Domain Controller on page 132
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Adding Users to a NerveCenter Installed on a Windows Workstation or
Server

This section describes how to add users to NerveCenter groupsif you install NerveCenter on a
Windows workstation or server. If NerveCenter isinstalled instead on a Windows domain
controller, see Adding Usersto a NerveCenter Installed on a Windows Domain Controller on
page 132.

Use the following guidelines when adding users to groups:

+  Add NerveCenter administrators to the ncadmins group. See The Role of a NerveCenter
Administrator on page 30.

+ Add NerveCenter usersto the ncusers group. NerveCenter userswill only use the NerveCenter
Client to monitor networks. See NerveCenter Login Rights on page 28 for a more detailed
discussion of permissions.

Remember, once you add users to a group, they must log out and log back in for changes to take
effect.

o To add users to the local groups:

+  UseWindows User Manager to add your usersto one of thetwo local groups to make sure they
have the correct advanced user rights to use NerveCenter.

Note You must have Administrator rights on your local machine to add usersto local groups.

o To create global groups that are members of the local groups:

1. Onthe primary domain controller, create one more global groups with the following advanced
user rights:
+ Act as part of the operating system

+ Logonashatch

2. Use Windows User Manager for Domainsto add your users to one of the two global groups.

Note You must have Domain Admin rights to add usersto the global groups.

3. Addthese global groups as members of the NerveCenter Admins and NerveCenter Users
groups on each local machine that is running a NerveCenter Server.

Instead of global groups, you could add each of your users to the groups on each of the local
machines manually. However, for convenience, we recommend using the global groups.

Note You must have Administrator rights on the local machine to add users to the local groups.
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R If some of your users are on another domain, follow these additional steps:

1. Add each user to one of the NerveCenter global groups on the domain to which the
NerveCenter Server belongs.

Doing this ensures that those users have the correct advanced user rights.

Note You must have Domain Admin rights to add users to the global groups. You must also set up
atwo-way trust relationship between the two domains. See your Windows documentation
for more information.

2. Tell your usersto specify their domain along with their user IDs whenever NerveCenter
prompts them for their user ID.

The NerveCenter Server authenticates users first by evaluating which group they belong to and
then by evaluating the validity of their Windows user ID and password.

Adding Users to a NerveCenter Installed on a Windows Domain
Controller

This section describes how to set up the NerveCenter groups and membership in those groups if
you ingtall a NerveCenter Server on a Windows domain controller. If the NerveCenter Server ison
a Windows workstation or server instead, see Adding Usersto a NerveCenter Installed on a
Windows Workstation or Server on page 131.

Use the following guidelines when adding users to groups:

+  Add NerveCenter administrators to the ncadmins group. See The Role of a NerveCenter
Administrator on page 30.

+ Add NerveCenter usersto the ncusers group. NerveCenter userswill only use the NerveCenter
Client to monitor networks. See NerveCenter Login Rights on page 28 for a more detailed
discussion of permissions.

Remember, once you add usersto a group, they must log out and log back in for changes to take
effect.

If you install the NerveCenter Server on a Windows domain controller, Setup creates the global
groups NerveCenter Admins and NerveCenter Users automatically.
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“® To set up users:

1. UseWindows User Manager for Domains to add your users to one of the two global groups.

Note You must have Domain Admin rights to add usersto the global groups.

2. Addthese global groups as members of the NerveCenter Admins and NerveCenter Users
groups on each local machine that is running a NerveCenter Server.

Note You must have Administrator rights on the local machine to add users to the local groups.

<> If some of your users are on another domain:

1. Add each user to the NerveCenter global groups on the domain to which the NerveCenter
Server belongs.

Doing this ensures that those users have the correct advanced user rights.

Note You must have Domain Admin rights to add usersto global groups. You must set up a
two-way trust relationship between the two domains. See your Windows documentation for
more information.

2. Tell your usersto specify their domains along with their user IDs whenever they are prompted
for User ID by NerveCenter.

The NerveCenter Server authenticates users first by evaluating which group they belong to and
then by evaluating the validity of their Windows user ID and password.
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Troubleshooting: Managing NerveCenter Security

The following list contains some common security problems NerveCenter users face.

Users cannot connect to the server

Problem: Users are not members of the appropriate NerveCenter user group on the server machine
(ncadmins or ncusers on UNIX or NerveCenter Admins or NerveCenter Users on Windows).

Solution: Check group membership. If users are not members of the appropriate groups, add them.
Remember that on Windows, users must log out for changes to take place.

See Managing Security on UNIX on page 130 or Managing Security on WWindows on page 130.

Problem: Users do not have a valid Windows account.

Solution: Check the user account. See your Windows documentation for more details.

Problem: The server is not running.
Solution: Restart the server.
See Chapter 3, Running the NerveCenter Server

Users in ncadmins or ncusers on UNIX cannot connect to the server
Problem: ncadmins and ncusers have been created on a NerveCenter host that isalso an NIS client.

Solution: When running NerveCenter on an NIS client, the groups ncadmins and ncusers must
reside on the NIS Master. Local NerveCenter groups are ignored when the local systemisan NIS
client. Authentication is done on the NIS Master server. When running in an NIS environment,
make sure the NerveCenter groups are defined on the NIS master. The user community members
must be members of those groups as well.

See Installing NerveCenter.

Anyone can connect to a Windows server
Problem: NerveCenter was installed on Windows without security.
Solution: Reinstall the NerveCenter server with security.

See Installing NerveCenter.
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User can monitor alarms, but can’t modify behavior models

Problem: Users who are members of ncusers (UNIX) or NerveCenter Users (Windows) can only
monitor and reset alarms. To be able to modify NerveCenter objects, users must be members of
ncadmins (UNIX) or NerveCenter Admins (Windows).

Solution: Add usersto the appropriate groups.
See Managing Security on UNIX on page 130 or Managing Security on Windows on page 130.

User cannot connect to the NerveCenter Web client.
Problem: User does not have the appropriate permissions on the Web server.

Solution: Give the user access to the Web server. See your Web server documentation for details.
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Alarm actions are important components of NerveCenter behavior models. The user supplies most
of the data needed to perform the alarm action when the behavior model is created. However,
before some alarm actions can be performed, an administrator must configure particular settings.

This chapter includes the following sections:

Section Description

Soecifying an SMTP Server for  Explains how to configure NerveCenter to send e-mail notifications
Mail Notification on page 138 viaan SMTP server.

Configuring NerveCenter to Send Explains the various scenarios in which you may configure
Microsoft Mail on page 139 NerveCenter to send messages via a Microsoft Exchange server.

Setting Dialing Properties for Explains how to configure NerveCenter on Windows to send pages.
Paging Notification on Windows
on page 145

Setting Dialing Properties for Explains how to configure NerveCenter on UNIX to send pages.
Paging Notification on UNIX on

page 146

Foecifying Settings for Log Explains how to configure NerveCenter to manage logs.
Management on page 148

Troubleshooting: Managing Lists common problems NerveCenter users face when using alarm
Alarm Actions on page 151 actions.
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Specifying an SMTP Server for Mail Notification

In the event of noteworthy network conditions, NerveCenter can aert the necessary person via
e-mail. NerveCenter currently offers two options for having a behavior model send an e-mail

message:
¢ Withan SMTP server.

+ With aMicrosoft Exchange server. See Configuring NerveCenter to Send Microsoft Mail on
page 139.

The recipient or recipients of the SMTP mail message is specified when the behavior model is
created. However, before this message can be sent, the administrator must specify which SMTP
server NerveCenter uses to send the message.

& To specify a SMTP server for mail notification:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Actions tab.
The Actions tab is displayed.

*$ STRIDER =] E3

Log I OpC Host I Licenze I Ports I Clazszify
Server I MNode Source
IPFiters | Inform Configuration  Actions | SNMP | SNMPy3

— MS Mail

Exchange Profile I
Passward I

~ SMTP Mail

SMTP Host I
SMTP Domain I

— Pager

& TouchTore € Pulse

Prefix to get outside line I
Fause String I

 Infarm 0%
™ Save informs until acknowledged by 0P
Max Queue Depth 10000
Save I | Lloze I | Undo I | Help I
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3. Inthe SMTP Host field, type the name of the host running your SMTP mail server.

4. If you require adomain name other than the local host sending the mail, enter avalid domain
name in the SMTP Domain field.

Note If the SMTP Domain is empty, NerveCenter will use the local host name as the domain
name.

5. Select Save.

Users can now include a SMTP Mail action in their behavior models.

Configuring NerveCenter to Send Microsoft Mail

In the event of noteworthy network conditions, NerveCenter can a ert the necessary person via
e-mail. NerveCenter currently offers two options for having a behavior model send an e-mail

message:
+  With an SMTP server. (See Specifying an SMTP Server for Mail Notification on page 138.)

+  With aMicrosoft Exchange server.

Note To use the Microsoft mail alarm action, the NerveCenter Server must be running on a
Windows platform.

The recipient or recipients of the Microsoft mail message is specified when the behavior model is
created. However, before this message can be sent, the administrator must configure the Exchange
profile that is sending the message.

There are two possible scenarios recommended for configuring the profile sending Microsoft Mail.
In both cases a Microsoft Exchange Server administrator will need to create and designate a
Microsoft Exchange mailbox specifically for NerveCenter purposes. The two different scenarios
depend on how you will be running the NerveCenter Server:

+  Configuring NerveCenter to Send Microsoft Mail while Running NerveCenter Server asa
Service on page 140

+  Configuring NerveCenter to Send Microsoft Mail while Running NerveCenter Server asan
Process on page 143

Caution There are other scenarios in which the Microsoft Mail action can be used without
creating a global NerveCenter group or account. However, other scenarios involve
switching Exchange profiles every time a new user logs on to the machine running
NerveCenter.
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Configuring NerveCenter to Send Microsoft Mail while Running
NerveCenter Server as a Service

It is recommended that you run the NerveCenter Server as a Windows service because is simplifies
accounts and other network domain concerns. To configure NerveCenter to send Microsoft mail
properly, you must have a network administrator create a separate NerveCenter account and
Exchange mailbox.

& To configure NerveCenter to send Microsoft mail while running NerveCenter Server
as a service:

1.

Have your Microsoft Exchange Server administrator create a mailbox for NerveCenter
purposes.

Although the mailbox name could be anything, for ease of useit isrecommended you ask your
Microsoft Exchange Server administrator to use the name NerveCenter.

Have your network administrator create an account in the Primary Domain Controller with
access rights to the NerveCenter-designated mailbox created in step 1.

Although the account name could be anything, for ease of useit is recommended you ask your
administrator to use the name NerveCenter.

Change the account under which the NerveCenter Server service will be running.

By default, when NerveCenter Server isinstalled as a serviceit is placed under the system
account. To change the account:

a. From the Start menu, select Settings, then Control Panel.

b. Double-click the Services icon.

The Services window appears.

c. Inthe Servicelist, highlight NerveCenter and select Startup.
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The NerveCenter Service window opens.

Service [ %]
Service: MerveCenter
— Startup Type
ok I
0

" Disabled

—Log On As:
& System Account

™ Allow Service to Interact with Desktop

(o IhisAccount:I J

Basswnrd: I

LEanfirm I
Fazsword:

d. IntheLog On As area, select This Account.
The System Account setting is desel ected.

e. IntheThis Account field, select the NerveCenter-designated account created in step 2.

f. Inthe Password and Confirm Password fields, type the password assigned to the
NerveCenter-designated account.

g. Select OK.

You have now specified that the NerveCenter Server service will run under the
NerveCenter-designated account that has access rights to the NerveCenter-designated mailbox
in the Microsoft Exchange Server.

4. Onthe machine that will run NerveCenter Server, create a NerveCenter-designated Exchange
profile to point to the machine hosting the Microsoft Exchange Server and the
NerveCenter-designated mailbox created in step 1.

Although the account name could be anything, for ease of useit is recommended you use the
name NerveCenter.

5. Open the NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

6. Select the Actions tab.
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The Actions tab appears.

%% STRIDER =1 E3
Log I OpC Host I Licenze I Ports I Clazszify
Server I MNode Source

IPFiters | Inform Configuration  Actions | SNMP | SNMPy3

— MS Mail

Exchange Profile I
Passward I

~ SMTP Mail

SMTP Host I
SMTP Domain I
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7. Inthe Exchange Profile field, type the name of the NerveCenter-designated profile created in

step 4.

8. Select Save.

Users can now include a Microsoft Mail action in their behavior models. The message will be sent

from the mailbox created in step 1.
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Configuring NerveCenter to Send Microsoft Mail while Running
NerveCenter Server as an Process

It is recommended that you run the NerveCenter Server as a Windows service because is simplifies
accounts and other network domain concerns. See Configuring NerveCenter to Send Microsoft
Mail while Running NerveCenter Server as a Service on page 140.

Should you choose, however, to run NerveCenter Server as a process, you must have a network
administrator create a global group for all your NerveCenter administrators as well as a Microsoft
Exchange mailbox specifically for NerveCenter.

& To configure NerveCenter to send Microsoft mail while running the NerveCenter
Server as an application by establishing a global group:

1. Haveyour network administrator create a global group in the Primary Domain Controller.
Include in this group any user who should have administrator privilegesin NerveCenter.
Although the account name could be anything, for ease of useit is recommended you ask your
network administrator to use the name NerveCenter Admins.

2. Haveyour Microsoft Exchange Server administrator create a mailbox for NerveCenter
purposes.

Although the mailbox name could be anything, for ease of useit isrecommended you ask your
Microsoft Exchange Server administrator to use the name NerveCenter.

Note The Exchange Server administrator should make sure the Primary Windows Account for this
NerveCenter-designated mailbox is the NerveCenter administrators-designated global group
created in step 1.

3. Oneach machinethat will run NerveCenter Server, create a NerveCenter-designated Exchange
profile to point to the machine hosting the Microsoft Exchange Server and the
NerveCenter-designated mailbox created in step 1.

Although the profile name could be anything, for ease of useit is recommended you use the
name NerveCenter.

4. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

5. Select the Actions tab.
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*$ STRIDER =] E3

The Actions tab appears.
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6.

7.

8.

In the Exchange Profile field, type the name of the NerveCenter-designated profile created in

step 4.

Select Save.

All new users assigned administrator privilegeslocally to a NerveCenter Admins group must
be added to the global NerveCenter Administrators-designated group as well.

Users can now include a Microsoft Mail action in their behavior models. The message will be

sent from the mailbox created in step 2.
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Setting Dialing Properties for Paging Notification on Windows

In the event of noteworthy network conditions, NerveCenter can call the necessary person’s pager.

Data about the recipient’s pager is specified when the behavior model is created. However, before
the page can be sent, an administrator must configure basic settings concerning the server’sdialing
properties.

This section describes how to set dialing properties for a NerveCenter Server on Windows. See
Setting Dialing Properties for Paging Notification on UNIX on page 146.

Note A paging NerveCenter Server must have access to a TAPI-compliant modem and access to

an outside line.

To configure NerveCenter to perform the paging action on Windows:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Actions tab.
The Actions tab is displayed.
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3. Inthe Pager area, select either Touch Tone or Pulse.

4. Inthe Prefix to get outside line field, type the number or numbers for an outside line.
In many offices, for example, you dia 9 for an outside line.

5. Inthe Pause String field, type the characters used to create a pause between dialing and
sending data.

6. Select Save.

Users can now include a Paging action in their behavior models.

Setting Dialing Properties for Paging Notification on UNIX

In the event of noteworthy network conditions, NerveCenter can call the necessary person’s pager.

Data about the recipient’s pager is specified when the behavior model is created. However, before
the page can be sent, an administrator must configure basic settings concerning the server’sdialing
properties.

This section describes how to set dialing properties for a NerveCenter Server on UNIX. See aso
Setting Dialing Properties for Paging Notification on Windows on page 145.

Note A paging NerveCenter Server must be on a machine with a modem and accessto a outside
line.

o To configure NerveCenter to perform the paging action on UNIX:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Actions tab.
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The Actions tab is displayed.

*§ COBALT =] E3
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3. Inthelog File field, type the full path and name of the pager log file.

The Pager action logs messages about success or failure to thisfile. Each log entry containsthe
following:

+ adate and time stamp

+ theprocess|D (PID) of the Pager process

+ thelog message itself

If, for some reason, the log file cannot be opened, all log messages are directed to standard

error (stderr).

4. Inthe Maximum Retries field, type the maximum number of times the system should try to
dial the pager number.

5. Inthe Retry Interval field, type the number of seconds you want NerveCenter to wait between
dialing.

6. Inthe Modem Speed field, type the speed of the modem used for paging.
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7. InthePager Port field, type the location of the port used for paging.

8. Select Save.

Users can now include a Paging action in their behavior models.

Specifying Settings for Log Management

NerveCenter offers two ways that a behavior model can log network data:
+ TheLog to File aarm action writes information about an alarm transition to an ASCI| text file.

+ Thelogto Database alarm action, available only on Windows systems, writes information
about an alarm transition to the NerveCenter database. You can extract logged data from the
database using any ODBC-compliant reporting tool.

When a behavior model is created, the user specifies the name of the log as well asthe type of data
that will be recorded. However, an administrator must specify how NerveCenter will manage these
logs.

NerveCenter logs have changed over the course of several releases. Some of the more significant
characteristics of NerveCenter logs include:

+ Timefields appear in the following format:
mm/dd/yy hh.mm.ss day
For example, 10/04/98 12.03.44 Wed
+  NerveCenter will delimit fields with a semi-colon
+  No spaces will appear around the equal sign (=)
+  Vaueswill appear in the following format:
attribute.instance=value
For example, ifInOctets.3=5

+  NerveCenter will print all fieldswhen adefault format is chosen. For example, the sametrapin
verbose and nonverbose format:

verbose: Time=11/11/2002 15:14:43 Mon; LogId=4894; DestStateSev=Normal;
NodePropertyGroup=Mib-II; NodeName=MyComputer;

AlarmName=AllTraps LogToFile; OrigState=Ground; TriggerName=allTraps;
DestState=Logging; TrapPduTime=321; TrapPduGenericNumber=4;
TrapPduEnterprise=1.3.6.1.41.78; TrapPduSpecificNumber=0;
TriggerInstance=; TriggerBaseObject=

nonver bose: 11/11/2002 15:14:43
Mon ;4875 ;Normal ;Mib-II;MyComputer;AllTraps LogToFile;Logging;allTraps;
Logging;321;4;1.3.6.1.41.78;0;;
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o To specify the settings NerveCenter uses to manage logging:

1. Open NerveCenter Administrator and connect to the appropriate NerveCenter Server. See
Connecting Administrator to a NerveCenter Server on page 38.

2. Select the Log tab.

NerveCenter displays the Log tab.
_|olx|
I Filters | Inform Configuration | Actions | SMMP | SNMPya
Server Mode Source
Log | OpC Host I Licenze I Ports I Clazszify
Log Deletion Percentage I30
Max. Log Enty Age [hours] (120
—Log to DB only
Max. Record Count |1 800
Max. Queue Depth |1 0000
—Log to File only
Log Directary
C:\Program files\OpenService\MerveCenteriLogh
Max. File Size [kilobytes] |1 024
| Save I | Lloze I | Undo I | Help I

3. IntheLog Directory field, type the complete path of the directory where NerveCenter stores
thelog.

By default, thisfield specifies aLog folder created in the NerveCenter directory during
installation.

4. Inthe Max Log Entry Age field, type the number of hours you want to keep individua log
entries before they are deleted from the rest of the log.
The way NerveCenter uses this number depends on which logging action is performed:

+ Logto File: NerveCenter checks every file every 20th entry. It deletes any entry it finds
that is older than the maximum age specified.
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+ Logto Database: NerveCenter waits until the log reaches its size limit. It then deletes any
entry it finds that is older than the maximum age specified.

5. Inthe Max Log File Size field, type the size limit, in kilobytes, of the ASCII text file storing
the results of the Log to File alarm action.
This field does not affect the Log to Database alarm action.

6. Inthe Max. Number of Records field, type the highest number of recordsin the database file
storing the results of the Log to Database alarm action.

This field does not affect the Log to File alarm action.

7. Inthe Max. Queue Depth field, type the highest number of changes that you want queued
before saving to the database.

When the maximum is reached, no more changes are saved until the queueis reduced. You can
have more than one change queued for a single database record.

8. InthelLog Deletion Percentage field, type the percentage of the log to clear when the
maximum file size or the maximum number of records is reached.

Thisfield appliesto both the Log to File and Log to Database alarm actions:

+ LogtoFile: NerveCenter checks alog file every 20th entry. If the file log exceeds the
amount specified in the Max Log File Size, NerveCenter del etes the percentage specified
here, starting with the oldest entries.

+ Logto Database: NerveCenter checks a database log every 20th entry. If the database log
exceeds the amount specified in the Max. Number of Records field, NerveCenter first
deletes any records ol der than the age specified by the Max Log Entry Age. If the database
log still exceeds the allowable amount, NerveCenter removes the percentage specified
here, starting with the oldest entries.

9. Select Save.

NerveCenter will manage logs according to these settings whenever the Log to File or Log to
Database alarm actions are used in a behavior model.
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Troubleshooting: Managing Alarm Actions

The following list contains some common problems users have when using alarm actions.

NerveCenter is not sending SMTP mail notifications
Problem: A SMTP Server is not specified.
Solution: Specify a SMTP host under the Actions tab of the NerveCenter Administrator.
See Specifying an SMTP Server for Mail Notification on page 138.

Microsoft mail notifications are not being sent as NerveCenter

Problem: Anincorrect Microsoft Exchange profile is specified.

Solution: Create acorrect Microsoft Exchange profile and specify the profile under the Actions tab
of the NerveCenter Administrator.

See Configuring NerveCenter to Send Microsoft Mail on page 139.

NerveCenter is not dialing pages correctly
Problem: The dialing properties are incorrect.

Solution: Set the correct dialing properties for paging under the Actions tab of the NerveCenter
Administrator.

See Setting Dialing Properties for Paging Notification on Windows on page 145 or Setting Dialing
Properties for Paging Notification on UNIX on page 146.

The logs created by my behavior models are using too much disk space
Problem: The size limits for NerveCenter logging actions are too high.
Solution: Set the maximum sizes to an adequate limit.

See Specifying Settings for Log Management on page 148.
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Managing NerveCenter Web Integration 11

NerveCenter alarms can be monitored using a standard web browser. To connect to a NerveCenter
Server, the NerveCenter Web Collector must be installed and running on the machine hosting your
web server. As an administrator, you must make sure the Web Collector is running and your web
server is configured to work with NerveCenter.

This chapter includes the following section:

Section Description

How to Sart and Sop the Explains how to start and stop the NerveCenter Web Collector to
NerveCenter Web Collector on  alow for web integration.

page 154
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How to Start and Stop the NerveCenter Web Collector

During atypical installation, the NerveCenter Web Collector isinstalled as a Windows service or
UNIX daemon. Therefore, whenever you boot the host machine, the NerveCenter Web Collector
will automatically start.

There may be times when you want to start or stop the NerveCenter Web Collector manually. The
procedure depends on your operating system:

+  Sarting and Sopping the NerveCenter Web Collector in UNIX on page 154.
+  Sarting and Sopping the NerveCenter Web Collector in Windows on page 154.

Starting and Stopping the NerveCenter Web Collector in UNIX

During atypical installation, the NerveCenter Web Collector isinstalled as a daemon. Therefore,
whenever you boot the host machine, the NerveCenter Web Collector will automatically start.

However, there may be times when you want to start or stop the NerveCenter Web Collector
manually.

+ To start the NerveCenter Web Collector, type at the command line:
ncwebstart
+ To stop the NerveCenter Web Collector, type at the command line:

ncwebstop

Starting and Stopping the NerveCenter Web Collector in Windows

During atypical installation, the NerveCenter Web Collector isinstalled as a Windows service.
Therefore, whenever you boot the host machine, the NerveCenter Web Collector will automatically
start.

To stop and start the NerveCenter Web Collector, you must use the Services Applet found in the
Windows Control Panel. See your Windows documentation for more details on starting and
stopping services.

If NerveCenter web support was installed on a machine with a supported web server installed and
running, NerveCenter Setup (or the installation script on UNIX) already configured your web
server. Users should be able to connect immediately.

If NerveCenter web support was installed on a machine without an installed and running web
server, you must configure your web server by doing the following:
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1. Set up aNerveCenter directory that linksto the Web subdirectory in the NerveCenter
installation directory and that has read access.

2. Set up aNerveCenterCGl directory that links to the Web\CGI subdirectory in the NerveCenter
installation directory and that has read and execute access.
3. Make surethat either index.html or default.htm are supported as default documents.

The following sample procedure illustrates how to configure Internet Information Server (11S) on
Windows to support NerveCenter.

Note Seeyour web server documentation for complete instructions.

<> To configure Internet Information Server on Windows NT:
1. Start the Internet Service Manager.

2. Select Service Properties for the server you chose when you installed NerveCenter.

Note Any web server NerveCenter uses must use the default port 80.

3. Select the Directories tab.
4. Create the NerveCenter directory that links to the Web subdirectory by doing the following:
a. Select Add.

b. Inthe Directory field, type the full path of the Web subdirectory.

For example, if you installed in the default location, the path would be C:\Program
Files\OpenService\NerveCenter\Web.

c. IntheAlias field, type NerveCenter.
d. Onthe Access panel, select the Read check box.

e. Seect OK.
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5. Create the NerveCenterCGI directory that links to the Web\CGI subdirectory by doing the
following:

a. Select Add.

b. Inthe Directory field, type the full path of the Web subdirectory.

For example, if you installed in the default location, the path would be C:\Program
Files\OpenService\NerveCenter\Web\CGl.

c. IntheAlias field, type NerveCenterCGI.
d. Onthe Access panel, select the Read and Execute check boxes.
e. Select OK.

6. Check the Enable Default Document check box.

7. If the Default Document(s) field doesn’t already include index .html and default.htm,
add them. Separate multiple entries in this field with commas.

8. If Web publishing is off, turn on the web server.

On Windows 2000 and X P machines, |1S should be configured automatically when you select Web
Support during installation. However, you should confirm that the settings are correct.

<> To confirm IIS is configured on Windows 2000 and XP:

1. Openthe Internet Information Services dialog box by selecting Start > Settings > Control
Panel > Administration Tools > Internet Service Manager.

2. Onthe Tree tab, expand the name of the server on which you have installed NerveCenter
Server.

3. Expand Default Web Site and select NerveCenter.

4. Select Action > Properties.

The NerveCenter Properties dialog box opens.
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5. Confirm the following on the Virtual Directory tab:

a. Thelocal PathisC:\Program Files\OpenService\NerveCenter\Web, if you installed in the
default location

b. TheRead check box is selected.

c. Scripts and Executables is selected from the Execute Permissions list.
6. Click OK to close the NerveCenter Properties dialog box.
7. Repeat steps 3 and 4 this time selecting NerveCenterCGl.
8. Confirm the following on the Virtual Directory tab:

a. ThelLoca Path is C:\Program Files\OpenService\NerveCente'\Web\CGl, if you installed
in the default location

b. TheRead check box is selected.
c. Scripts and Executables is selected from the Execute Permissions list.

9. Closethe Internet Information Services dialog box.

If the NerveCenter and NerveCenterCGlI directories were not created during installation, you can
create them using the Virtual Directory Creation Wizard.

<> To create the NerveCenter and NerveCenterCGlI directories on Windows:

1. Fromthe Internet Information Services dialog box, select Default Web Site.

For instructions on accessing the Internet | nformation Services dialog box, see To confirm 1S
is configured on Windows 2000 and XP: on page 156.

2. Select Action > New > Virtual Directory.

The Virtual Directory Creation Wizard opens.

3. Click Next.
The Virtual Directory Alias dialog box appears.

4. IntheAlias field, enter Nervecenter and click Next.

The Web Site Content Directory dialog box appears.

5. Inthe Directory field, enter NerveCenter|nstallationPath\web and click Next.
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The Access Permission dialog box appears.
6. Select the Read and Execute checkboxes and click Next.
7. Click Finish.

8. Repeat step 2 through step 7 to create avirtual directory named NerveCenterCGI with the Web
Site Content Directory NerveCenterInstallationPath\web\CGI.

You may also need to create virtual directories for the subdirectoriesin
NerveCenter|nstallationPath\web (Conf and Help)

Note If you have another web server running (Netscape FastTrack, for example), you must shut
down the other web server before you can start 11S.

<> To configure an Apache web server:

Edit the httpd.conf file as follows:
1. Edit thefileto use port 80.

2. Addthefollowing lines (for UNIX, change C:/Program FilessOpenService/ to /opt/OSInc):

Alias /NerveCenter/ "C:/Program Files/OpenService/NerveCenter/web/"

<Directory "C:/Program Files/OpenService/NerveCenter/web">
Options Indexes FollowSymLinks MultiViews IncludesNoExec
AddOutputFilter Includes html
AllowOverride None
Order allow,deny
Allow from all

</Directorys>

ScriptAlias /NerveCenterCGI/
“C:/ProgramFiles/OpenService/NerveCenter/web/cgi/"

<Directory "C:/Program Files/OpenService/NerveCenter/web/cgi">
AllowOverride None
Options None
Order allow,deny
Allow from all
</Directorys>

By entering http: //Server /NerveCenter in a standard web browser, where server is the name
of the machine on which your web server is running, users can now monitor a network.
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The NerveCenter database does not require much maintenance, whether your databaseis a
Microsoft SQL Server or Microsoft Access database on Windows or flat fileson UNIX. You can
view information about the database as well as statistics about the information it contains, back up
and restore the database, and transfer the contents of one database to another.

Note If youwant to install anew database, see Installing NerveCenter in the NerveCenter
documentation. You must be a Windows administrator or UNIX root to run SerializeDB.

This chapter includes the following sections:

Section

Description

Database Formats on page 160

Viewing Information about the
Database on page 160

Backing up the Database on
page 162

Restoring the Database on page 165

Transferring Data between
Databases on page 169

ncdb2html.pl on page 170

Troubleshooting: Managing the
NerveCenter Database on page 174

Describes the NerveCenter database formats on each platform.

Describes how to view information about the database, including the
name of the data source, the name of the database, whether it is
connected, and the number of each type of object it contains.

Describes when and how to back up the contents of the database, using
the SerializeDB application or running SerializeDB from the command
line.

Describes when and how to restore the contents of the database, using
the SerializeDB application or running SerializeDB from the command
line.

Describes how to transfer the contents of the database to another
database—even a database on another platform or of a different type.

Describes how to use the ncdb2html.pl script to convert the
NerveCenter database to HTML.

Lists some of the common problems users face when working with the
NerveCenter database.
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Database Formats

NerveCenter supports three different database formats—use the most appropriate one for your
environment. The three database formats are:

+  Microsoft SQL Server (Windows)

You determine the Microsoft SQL Server database name when you install NerveCenter and run
DBWizard to create the database. The database is |ocated on the SQL server machine and the
ODBC connection string on the NerveCenter server machine points to the database.

+  Microsoft Access (Windows)

The name of the Microsoft Access databasefileisNCaccess . mdb. Thefile must be located on
the server machine. (You do not have to have Microsoft Access installed on the server
machine.)

+  Flatfiles (UNIX)

The files that make up the UNIX database are nervecenter .ncdb, which contains
information about the NerveCenter objects such as polls and alarms, and nervecenter.node,
which contains information about nodes.

Note Inthe past, the UNIX database was made up of the following files. * . ncdb,
alarm sum.def, sysobjid.dat, *.ovhosts, and * .ncdb.nts.

When NerveCenter wasinstalled, the installer set up one of these databases. If you find another
format or platform would be more appropriate, you can create a new database on that platform (as
long as you have a server on that platform) and transfer your data from the old database to the new
one. See Installing NerveCenter in the NerveCenter documentation for instructions on creating a
new database. Also see Transferring Data between Databases on page 169 for instructions on
transferring data from one database to another.

Viewing Information about the Database

From the NerveCenter Client or Administrator, you can find out the name of the data source, the
machine on which the database is kept (if it is different from the machine on which the server runs),
the name and location of the database, and whether the database is connected. You can aso view
the number of alarms, polls, nodes, masks, property groups, and properties stored in the database.

Information about the database is useful when you are troubleshooting or when you just want to
verify the database information—for example, to make sure you are going to back up the contents
of the correct database.
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< To view information about the database:

1. If you are connected to more than one server from either the administrator or client, make sure
the server for which you want the database information is the active server.

2. From the Server menu, select Server Status.

The Server Status window is displayed.

STRIDER:Server Status EHE
Connected MerveCenters I Connected Clients I Connected Administrators I OpC Host I
Server | License I Database I MNode Source I Inform Configuration
Server Machine Mame Istrider
Server [P Address |1 0.52.174.10
Connection Port |325U4
NerveCenter Infarm Port |325U5
Command Line Interface Port |325UB
Time Started IUS.-"'I 4/2000 10:25:52
Dizcover Modes From Traps IFiIter
Process Traps From Unknown Modes IFaIse
Apply Al Masks For Each Trap IFaIsel

Cloze | Help I

3. Select the Database tab.
The Database tab is displayed.

21|

Connected MerveCenters l Connected Clients I Connected Adminiztrators I OpC Host I

Server License Database | MNode Source Inform Configuration
Data Source Mame IMS Access Database
Machine Mame INUt Applicable
Database Name IInvaIid
Database Status IConnected

Statiztics [number of]

Alarms Pollz Modes Masks Frop. Gips  Properties
i ol il

Cloze Help
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4. When you are done, select Close to close the Server Status window.

After you view the database information, you will know what database NerveCenter is using,
whether the database is connected, and how many objects of each type are stored in the database.

Backing up the Database

You should establish aregular database backup schedule that suits your environment. Also, you
should back up your database prior to doing anything that might affect the database. For example,
you' [l want to back up the database before upgrading NerveCenter or before importing data from
another database. Then, if you need to restore the original data, you can.

SerializeDB exports the object and node data from the database to a single serialized ASCI| file
(*.asc). On Windows, SerializeDB offers an alternative: exporting to a NerveCenter flat file
database, which is made up of two text files(* .ncdb and *.node). Theflat file database files can
be used on UNIX or can be imported into a database on Windows.

Note The NerveCenter Server checksits connection to its database server on aregular basis. If the
connection has been broken, the NerveCenter Server attempts to reestablish it. Upon
reestablishing the connection, the NerveCenter Server writesits current datato the database.
Theretry interval istwo minutes.

If, when the NerveCenter Server exits gracefully, its connection to the database server is
down, it savesits current database information to an . asc filein the NerveCenter DB
directory and logs amessage in the event log. The format of thefileis

MONTHDAYYEAR HOURMINUTE.ASC. YOu can then use SerializeDB to restore this data.

You can use any number of methods to set up regularly scheduled backups, depending on your
environment. Select the method that fits in best with your existing backup strategy. Here are some
suggestions:

+ If you use a backup tool for scheduled backups already, use it to back up the NerveCenter
database, too.

+ If you use ascheduling tool, create a process to back up the NerveCenter database.

+ If you have aMicrosoft SQL Server database, use the SQL Server backup utilities to back up
the database.

+ OnUNIX, set up acronjobto run SerializeDB (the backup utility that shipswith NerveCenter)
from the command line at aregular interval.

If you need to do a manual backup in addition to your scheduled backups, see Backing up the
Database Using the SerializeDB Application on page 163.
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Note We recommend you use SerializeDB (application or command line) instead of manually
copying the database file to another directory to make sure you back up the correct filesand
to minimize the size of the backup file.

Backing up the Database Using the SerializeDB Application

SerializeDB exports the datain your database to atext file. When you use the SerializeDB GUI on
Windows, you can choose the text file format—you can have SerializeDB export the datato a
NerveCenter flat file database or a serialized ASCI| file. You might want to export data from a
database on Windowsto aflat file database if you want to use the resulting file on a UNIX machine
without having to import the data.

Caution Beforeyou back up the database, you must shut down the NerveCenter Server. Not
shutting down the NerveCenter Server, could result in lost data.

If you are backing up aUNIX flat file database, all of the files that make up the database must be in
the db directory. See Database Formats on page 160 for more information.

o To back up the database using the SerializeDB application:

1. Do oneof thefollowing to start SerializeDB:
+ OnWindows, start SerializeDB from the NerveCenter program group in the Start menu.

+ InaUNIX shell, change directories to the NerveCenter bin directory and type
./serializedb &. Then pressEnter.

The SerializeDB window is displayed.

¥ Z0penService NerveCenter SerializeDB !E[ E I
File Help

" Export database to file

Faormat
% Nervelenter senalized file (£ asc)

= NerveCenter NEDE

File I Browse .. |

Sitart | Lloze | Help |

Ready &

2. Select the Export database to file radio button.
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3. Specify the format by selecting one of the following radio buttons:
+ NerveCenter serialized file (*.asc)

+ NerveCenter NCDB (Windows only)

Note Unlessyou plan on using the resulting files directly with aUNIX server, we recommend you
select the NerveCenter serialized file option. The ASC fileis smaller, and because itisa
singlefile, it iseasier to manage.

4. Do one of the following:

+ Toexport the datato anew file, type anamefor the file (for example, backup061503) in
the File field. If you do not specify a path as part of the name, SerializeDB creates thefile
in the NerveCenter db directory.

+ Towriteover existing data, select the Browse button. Select the existing file. Then select
Open.

5. Select Start.
On UNIX, SerializeDB starts exporting the data.

On Windows, you must specify the data source for the database. The Select Data Source
window is displayed.

Select Data Source EHE

File Data Source | Machine Data Source I

Look jr: IData Sources j

@ dBASE Files [not sharable].dsn

@ Eucel Files [not sharable).dzn

@ FouPro Files [not sharable). dsn

@ M5 Access 97 Databaze [not sharable].dsn
@ Test Files [not sharable).dzn

DSH Mame: I Mew...

Select the file data source that describes the driver that pou wish to connect to.
*f'ou can uze any file data source that refers to an ODBC driver which iz ingtalled
on your machine.

QK I Cancel | Help |

a. Select the Machine Data Source tab.

b. Select the data source for your NerveCenter database. Then select OK.

See your Microsoft ODBC documentation for more information about selecting data sources.

164 Managing NerveCenter



Restoring the Database

When the data has been exported, SerializeDB displays a message |etting you know that the data
transfer was successful.

When running SerializeDB from the command line, you can only export to a serialized file (. asc
file).

Restoring the Database

If you have established a regular backup schedule and make sure you back up the database when
you are doing anything that might affect the database (such as an upgrade), you'll be able to restore
your datawith minimal loss if you have a database problem. Here are some typical examples of
situations when you’ |l want to restore the database:

+  The machine on which the database is stored crashes. You install NerveCenter on another
machine and restore your database.

+  You import new behavior model objects, but discover they are causing some problems. You
roll back the database so you can eliminate the problems while you troubl eshoot the behavior
models.

+ To preserve the datain your Microsoft Access database during an upgrade, you back it up.
After the upgrade, you restore your data and continue running NerveCenter.

For more information, see:
+ Restoring the Database Using the SerializeDB Application on page 165
+ Restoring the Database from the Command Line on page 167

Note Werecommend that you use SerializeDB (application or command line) instead of manually
copying a backup to the db directory to make sure you import the data correctly and
reestablish the connection to the database.

Restoring the Database Using the SerializeDB Application

SerializeDB imports the datain your database from atext file. When you use the SerializeDB GUI
on Windows, you can have SerializeDB import the data from a NerveCenter flat file database or a
serialized ASCII file.

Caution Before you restore the database, you must shut down the NerveCenter Server. If you
don’t shut down the NerveCenter Server, you could lose data.

If you arerestoring a UNIX flat file database, all of the files that make up the database
must be in the db directory. See Database Formats on page 160 for more information.
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o To restore the database using the SerializeDB application:

1. Do oneof thefollowing to start SerializeDB:
+ OnWindows, start SerializeDB from the NerveCenter program group in the Start menu.

+ InaUNIX shell, change directories to the NerveCenter bin directory and type
./serializedb &. Then pressEnter.

The SerializeDB window is displayed.

¥ Z0penService NerveCenter SerializeDB !E[ E I

File Help

o

" Export database to file

Faormat
% Nervelenter senalized file (£ asc)

= NerveCenter NEDE

File I Browse .. |

Sitart | Lloze | Help |

Ready &

2. Select the Import file to database radio button.
The Format radio buttons are not avail able because they do not apply to importing data.

3. IntheFilefield, specify the » . asc (UNIX and Windows) or * .ncdb file (Windows) from
which you want to import data.

You can aso use the Browse button to select afile. In the Select File dialog box, select the
file; then select Open.

Note If you select an *.ncdb file, the file must not have more than one period (.) in the
name—nervecenter.old.ncdb, for example, would not work.

4. Select Start.
On UNIX, SerializeDB startsimporting the data.
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On Windows, you must specify the data source for the database. The Select Data Source
window is displayed.

Select Data Source EHE

File Data Source | Machine Data Source I

Look jr: IData Sources j

@ dBASE Files [not sharable].dsn

@ Eucel Files [not sharable).dzn

@ FouPro Files [not sharable). dsn

@ M5 Access 97 Databaze [not sharable].dsn
@ Test Files [not sharable).dzn

DSH Mame: I Mew...

Select the file data source that describes the driver that pou wish to connect to.
*f'ou can uze any file data source that refers to an ODBC driver which iz ingtalled
on your machine.

QK I Cancel | Help |

a. Select the Machine Data Source tab.

b. Select the data source for your NerveCenter database. Then select OK.

When the data has been imported, SerializeDB displays a message letting you know that the data
transfer was successful.

Restoring the Database from the Command Line

When you run SerializeDB from the command line, SerializeDB imports the data into your
database from a serialized ASCI| file. You can issue SerializeDB commands from a script. For
example, on UNIX, you can write ascript called restorencdb that shuts down the server, importsthe
data from backup.asc, and restarts the server.

Caution Beforeyou restore the database, you must shut down the NerveCenter Server. If you
don’t shut down the NerveCenter Server, you could lose data.

If you arerestoring a UNIX flat file database, all of the files that make up the database
must be in the db directory. See Database Formats on page 160 for more information.
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To restore the database using the command line:

1. Enter one of the following:
+ AtaDOS prompt:
serializedb -F backupfile.asc -0 FileToDB -R
or|c "psN=datasourcename; uIp=user|D; Pwp=password"

Replace backupfile. asc with the name of the file you want SerializeDB to import. If
your current working directory is not the directory in which backupfile. asc islocated,
specify the path with the name of thefile.

+ Use -rtohave SerializeDB get the data source name, user ID, and password from
theregistry. You can use -r with aMicrosoft SQL Server database or a Microsoft
Access database.

*+ Use-c "psn=datasourcename; urD=user|D; pwp=password" instead of -r only if
you are restoring a Microsoft SQL Server database. Replace datasourcename with the
existing data source name, userID with the appropriate SQL Server user 1D, and
password with the corresponding password.

¢+ |naUNIX shell:

Caution On UNIX, SerializeDB requires an Xdisplay even when running in command line
mode. Therefore, do not run SerializeDB remotely or on a headless server viaaTTY.

serializedb -F backupfile.asc -0 FileToDB -R -D nervecenter.ncdb

Replace backupfile. asc with the name of the file you want SerializeDB to import. If your
current working directory is not the directory in which backupfile. asc islocated, specify the
path with the name of the file.

Note The *.ncdb file must not have more than one period (.) in the name—nervecenter.old.ncdb,
for example, would not work.

2. Check to make sure the data was imported.

Tip  Usethetimestamp and the size of the file as an indicator of success. For example, if the
timestamp is old or the file sizeis OK, you need to investigate further.

If the SerializeDB does not import the data successfully, check the Event Log on Windows or the
system log on UNIX for error messages.
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Transferring Data between Databases

You can transfer data between databases on different platforms, between databases that have
different formats, or both.

Caution Remember, before doing anything that affects your database, including transferring data
between databases, shut down the NerveCenter Server and back up the database.

To transfer data, you' Il need to know how to:
+  Export, or back up, data (Backing up the Database on page 162)
+ Import, or restore, data (Restoring the Database on page 165)

Caution Noteto MS-Access Database Users
You must serialize your database before installing NerveCenter 3.8. You cannot use the
NerveCenter 3.8 version of SerializeDB to serialize older databases.
If you did not serialize your old database, you must re-install your old version of
NerveCenter and serialize your database.

To serialize aNerveCenter 3.8 database after installing NerveCenter 3.8, run SerializeDB.exe using
NCA ccess.mdb as the database to produce a new .asc file.
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ncdb2html.pl

Included in NerveCenter 3.8 isa utility that will convert *.ncdb and *.node filesto HTML, so that

you can easily know what NerveCenter objects are in your database.

Figure 12-1. Sample ncdb2html.pl Output

rosoft Internet Explorer

J File Edit View Favorites Tools  Help

J 4=Eack -~ = - &) at | Qhsearch (G Favorites £ #History ||%v =h

J Address I@ Cikmptncindes. heml

x| @ |JLinks =

Proven network and security

p en threat management
sotuTIons N NPROBUCTS | NEVALUATION N INEWS T IPARTNERS | [REGUT US 1] [SUPPORT coNTACT
NerveCenter AutoDoc v0.5.6 heta NerveCenter Database
index

Tue Oct 22 13:05:14 2002~

Main Page: - Nodes (1) « Alarms {15) - PERL Subroutines (1) - Triggers {49 - Poll Conditions {14) - TRAP Masks (&) -
- Properties {1236} - Property Groups (29) « Sewverities (13} « OidToGroup (311) « NC Index -

Jump To: - slarms - PERL Subroutines - Triggers - Poll Conditionss -« TRAP Masks -

: Property Groups - Severities -

CidToGroup

Alarms:

* AllTraps_LogToFile * Authentication ¢ ErrorRate e IcmpStatus

& IfErrorStatus & IflinkUpDown ¢ IfLoad . IfU lT::uownStatus

* SnmpStatus # TcpConnMon * TepRetransélg . T l:'RetransMon

& xCorr_Error & xCorr_Test & xCorr_Test2 B

PERL Subroutines:

|o S5_IcmpError

TRAP Masks:

® AllTraps » AuthFail :

e S e ColdStart * LinkDown

POLL Conditions:

s futhFail e AuthQuickFail s I5_lcmpFastPoll * I5_IcrnpPoll

e IfErrorRates e IfloadRates

® S5_IcrmpFastPoll ® S5 _IcrmpPoll

* =SnmpFastPall ¢ =nmpPoll & TcpConnectionMon * TcpRetransal

» TopRetransStatus » ifStatus b b J LI
|@ ’_ ’_ | My Computer i
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Table 12-1 details the contents of the HTML output:
Table 12-1. Output of ncdb2html .pl

File

Contents

ncindex.html

nodes.html

aarms.html

perlsub.html

Summarizes the contents of your database. Provides linksto al other pages.
Contains the following categories:

*

*

*

Alarms

Perl subroutines
Trap masks

Poll conditions
Triggers
Properties
Property Groups
Severities

Oid to Group

Details each alarm in your database, including the following information:

*

*

*

Node Name

Node Properties

*  Status

* Property Group

¢ Suppressible

¢ Auto Delete

SNMP Properties

¢ Read-Only Community
+ Read-Write Community
+ Port

¢ SNMP Version
AddressList

Details each alarm in your database, including the following information:

*

*

*

*

*

Status

Scope

Property

Notes

State and transition summary

Listsall Perl subroutinesin your database.
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Table 12-1. Output of ncdb2html .pl (continued)

File

Contents

triggers.html

polls.html

masks.html

property.html

propertygrp.html

severities.html

oidtogroup.html

Listsal triggersin your database, including the following information:
+ Trigger name

+ Trigger type

¢  Wheretrigger isfired from

Details each poll in your database, including the following information:
¢ Status

+  Property

¢ Base Object

¢ Frequency

¢ Suppressible

¢ Notes

+ Poll Condition

Details each trap mask in your database, including the following information:
¢+  Status

¢ Generictrap value

*  Vendor specific trap number

+ Enterprisefilter (From/From Only)

¢+ Smpletrigger

¢ Notes

¢ Mask function

Listsall properties defined in your database and the property groups they
belong to.

Listsall property groupsin your database and all propertiesincluded in each
group

Details each severity defined in your database, including the following
information:

¢ Severity Name

¢ Color

* group

+ level

+ platform_level

¢ platform_name

Listsall OIDs in your database and the MIB module the OID belongs to.
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ncdb2html.pl

The *.ncdb and* .node files are the database format on UNIX systems. To convert Access or SQL
NerveCenter databases, use the SerialzeDB utility. For more information about SerializeDB, see
Managing NerveCenter or the SerializeDB help.

< To convert *.ncdb and *.node to HTML:

Note Thisscript requires Perl 5.6.0 or greater to execute.

1. Fromacommand line or UNIX prompt, navigate to the installation/samples/ncdb2html
directory.

2. Typethe following command:

ncdb2html .pl -ncdb=path/filename.ncdb -node=path/filename.node -h
-dir=output_directory

The options for this script are detailed in Table 12-2:
Table 12-2. ncdb2html .pl Options

Option Description

-ncdb=ncdb_file Required. Specify the location of ncdb file (. /NerveCenter.ncdbis
default)

-node=node file Optional. Specify the location of the node file (no default)

-dir=output_directory Specify the directory to place the HTML files (current directory is the default)

-titlex=title Specify atitle for the top of each page (no default)
-h Hide the community strings on the node page
-sh Suppress the Open header at the top of each page
-usage Display usage information and exit
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Troubleshooting: Managing the NerveCenter Database

The following list contains some common database problems that users encounter.

The server shut down gracefully, but event log said that the database
was not found. Where did the updates to the database go?

Problem: The database was not available (if, for example, the network connection between the
NerveCenter server and the SQL database went down) so NerveCenter couldn’t write the changes

to the database.

Solution: NerveCenter serializes the database information if the database is not available. Thefile
is date_time.asc in the db directory. While the server is still shut down, import the contents of the
file when the database is available again. See Restoring the Database on page 165.

Running SerializeDB from the command line keeps failing
Problem: The paths to your databases or the serialized files are not specified correctly.

Solution: If you are not in the db directory, make sure you include the paths in the command line
options where appropriate. See Backing up the Database Using the SerializeDB Application on
page 163 or Restoring the Database from the Command Line on page 167.

SerializeDB won’t work from the application or the command line
Problem: You must be an Administrator or root to run SerializeDB.
Solution: Make sure you are logged in correctly. See Managing the Database on page 159.

The data in the database is not what was imported from the serialized file
Problem: The server was running when you imported the file. The server overwrote the data you
imported when it saved its changes to the database.

Solution: When you import or export data, make sure the server is not running. If it was, you must
shut it down and reimport or export the data. See Backing up the Database on page 162 or
Restoring the Database on page 165.
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(MIBS)

13

By modifying the Open NerveCenter MIB, you control which devices NerveCenter can effectively
manage. The major SNMP MIB definitions and Open management application MIB definitions are
already compiled in the default NerveCenter MIB. You can add other standard MIB definitions and

vendors MIB definitions—many of which are shipped with NerveCenter—as you need them.

This chapter includes the following sections:

Section

Description

Sources of MIB Definitions on
page 176

Adding or Removing MIB
Definitions on page 178

Compiling the NerveCenter MIB
on page 181

Configuring NerveCenter to Use
the New MIB on page 182

Troubleshooting: Managing
Management Information Bases
(MIBs) on page 184

Describes the definitions that are pre-compiled in the NerveCenter
MIB, the vendor definitions that are shipped with NerveCenter, and
guidelines for using definitions from other sources.

Describes how to add and remove referencesto MIB definitions from
atext file that determines which MIB definitions are compiled into
the NerveCenter MIB.

Describes how to use the MIB compiler to compile the NerveCenter
MIB.

Describes how to use the NerveCenter Administrator to load the
MIB.

Lists common problems users face when using MIBs.
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Sources of MIB Definitions

Several MIB definitions—the Open management application definitions and the major Internet
standard SNMP definitions—are already compiled into nervectr.mib, the MIB that isinstalled with
NerveCenter.

MIB definitions from other vendors (for Cisco router support, for example) are shipped with
NerveCenter. These definitions are not pre-compiled into the NerveCenter MIB because
incorporating al the definitions would increase the size of the MIB and could affect performance
unnecessarily. You may add the definitions that are appropriate for your environment.

You can aso add MIB definitions you’ ve gotten from other sources.
For more information, see:

+  Déefinitions Compiled into the NerveCenter MIB on page 176

+  Definitions Not Compiled into the NerveCenter MIB on page 177

+  Déefinitions from other sources on page 178

Definitions Compiled into the NerveCenter MIB

The definitions that are already compiled into the NerveCenter MIB are the Open management
application definitions and the major Internet standard SNMP definitions. The definitionsarein
subdirectoriesin the mib directory (mibs on UNIX).

Table 13-1 lists the subdirectories that contain these definitions and includes descriptions of each.
Table 13-1. Definitions Compiled into the MIB

This directory... Includes definitions for...

nsmg Open management applications

standard-v1 Internet standard RFC SNMPv1 MIB definitions (converted to SNMPv2
compliance)

standard-v2 Internet standard RFC SNMPv2 MIB definitions

standard-v3 Internet standard RFC SNMPv3 MIB definitions
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Definitions Not Compiled into the NerveCenter MIB

Based on your environment, you decide which vendor definitions to compile into the NerveCenter
MIB. The definitions are in subdirectories in the mib\vendors directory (mibs/vendors on UNIX).

The following table lists the vendor subdirectories that contain these definitions and includes
descriptions to help you decide which ones you need.

Table 13-2. Definitions Not Compiled into MIB

This directory...

Includes definitions for...

3com
att
baynetworks

chipcom
Cisco
compaq
dec

epix
fibermux
hp
microsoft

nat

ungermanbass
wellfleet
Xyplex

ECS Ethernet hubs
Smarthub product line

System 3000/5000 concentrators, Linkswitch Ethernet switches, and ATM

Ethercell switches

Networking product line

Router support of 10S 9.x, 10.x, and 11.x
Server, storage, and UPS systems
DIGITAL ELAN networking devices
ExpressLink product line

Crossbow product line

HP-UX serversusing the HP-UX SNMP agent
Servers and Internet Servers

Network probes

Ethernet and FDDI devices

Remote bridge and router product lines

UNIX SNMP agents

Access/One and Ethernet concentrator products

Router support of 6.x/7.x SNMP agents

Terminal servers
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Definitions from other sources

You might want to add other M1B definitions to manage devices that are not supported by the MIBs
shipped with NerveCenter. You can add MIB definitions from other sources as long as each one:

+ |sacomplete ASN.1 module definition that conforms to the standards specificationsin
RFC1902, Sructure of Management Information for Version 2 of the Simple Network
Management Protocol (SNMPv2), RFC1903, Textual Conventions for Version 2 of the Smple
Network Management Protocol (SNMPv2), and RFC1904, Confor mance Satements for
Version 2 of the Smple Network Management Protocol (SNMPV2). You can find these RFCs
and others on the Web.

Caution Before NerveCenter can compileamib it must conform to the ASN.1 module definition
standard. See the section Troubleshooting ASN.1 files on page 223.

+ Does not have the same name as a MIB definition already compiled into your NerveCenter
MIB.

Also, remember that your devices must run SNM P agents from your vendor that support the new
MIB definitions.

We recommend that you store additional definitionsin the mib\user directory (you can create a user
directory in the mibs directory on UNIX). Then, when you install a new version of NerveCenter,
you can make a copy of this directory to preserve your additional third-party MIBs.

Adding or Removing MIB Definitions

The MIB compiler (mibcomp) compiles the MIB definitions referenced in atext file. You can add
references to or remove them from this file to control what definitions are compiled into the
NerveCenter MIB.

Add MIB definitionsif you want to monitor additional devices. Remove MIB definitionsif you are
no longer monitoring the devices supported by those definitions. (Removing the definitionsis not
required; however, the NerveCenter MIB will be smaller, which can improve client performance
and will make managing the MIB easier.)

If you are using NerveCenter with a network management platform and both applications are
monitoring the same agents, make sure both applications are using the correct MIBs for those
agents.

See Sources of MIB Definitions on page 176 for alist of MIB definitions that are shipped with
NerveCenter and what standards M1B definitions are not shipped with NerveCenter must follow.

Note NerveCenter installsthefilenervectr3g.mib and mibcomp38.txt. Theseare copies of
the default nervectr.mib and mibcomp . txt in case you need to revert to an unchanged
MIB definitions.
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The MIB compiler (mibcomp) compiles the MIB definitions referenced in atext file. You can add
references to this file to control what definitions are compiled into the NerveCenter MIB.

Caution If aMIB module depends on information in another M1B module you must reference it
before the module that requires the information inmibcomp . txt. That is, if mymibA
depends on mymibB, you must include mymibB before mymibA inmibcomp . txt.

If dependant M1B module references are out of order, you recieve an error similar to the following:

8: standard-v2/rfcl573b.asnl mgrtool.exe: process data(), Couldn’t
find parent: interfaces
mibcomp: unable to compile and resolve standard-v2/rfcl573b.asnl

Inthisexample, rfc1573b.asnl depends upon another mib to define interfaces. You must find
the mib that definesinterfacesand includeit before rfc1573b.asnl inmibcomp. txt. Tofind
aMIB that definesinterfaces, you search the other MIB modules looking for the following:

interfaces OBJECT IDENTIFIER ::= { mib-2 2 }

Now you can name the file that contains thisline, inthiscase rfc1213 . asn1, before
rfcl573b.asnl.

Caution All SMIv1 compliant MIB modules must be included in mibcomp . txt beforetheline
# * % % End of SMIvl / SNMPvl MIB Modules * * x*
All SMIv2 compliant MIB modules must be referenced after thisline.

You can tell the difference between a SM1v1 module and an SM1v2 module by searching the *.asn1
filefor “MAX-ACCESS.

Sample SMIv1l SysUpTime definition Sample SMIv2 SysUpTime definition
sysUpTime OBJECT-TYPE sysUpTime OBJECT-TYPE

SYNTAX TimeTicks SYNTAX  TimeTicks

ACCESS read-only MAX-ACCESS read-only

STATUS mandatory STATUS  current

DESCRIPTION DESCRIPTION

"The time (in hundredths of a second) since the "The time (in hundredths of a second) since the
network management portion of the systemwaslast  network management portion of the system was last
re-initialized.” re-initialized.”

= { system 3} n={ system 3}

Any use of ACCESSwithin a*.asnl named in the SMIv2 area of mibcomp.txt causes an error. Any
use of MAX-ACCESS within a*.asnl named in the SMIv1 area of mibcomp.txt causes an error.
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o To modify the mibcomp text file:

1. If you previously modified mibcomp . txt Of nervectr.mib, make back-up copiesof themin
CaseyOU\NaﬂttOreCOVG'yOUrChanges

Note You can modify these files directly; they will not be overwritten during the next installation.

2. Inatext editor, open thefile.

3. To add definitions, do one of the following:
+  Removethe pound sign (#) in front of definitions that are currently commented out.

+ Addlinesfor new definitions. Include the directory and the name of the file. For example:

users/companyXYZ.asnl

Note On Windows, use backsashes. On UNIX, you must use slashes.

4. Toremove definitions, do one of the following:

+  Comment out definitions by adding a pound sign (#) in front of the appropriate lines. For
example:

# xyplex
#
# vendors/xyplex/xyplex.asnl

+  Delete the appropriate lines.

5. Saveand closethefile.

You have updated the file that includes references to the MIB definitions you need. Now, you must
compile the NerveCenter MIB using the file you just created. See Compiling the NerveCenter MIB
on page 181.
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Compiling the NerveCenter MIB

After you modify the mibcomp.txt file, you must compile the NerveCenter MIB. The MIB
compiler updates the MIB to support the types of devices you want to monitor.

To compile the MIB:
1. At acommand prompt, change to the mib directory (mibs on UNIX).

2. Type the following command. Then press Enter.

. .\bin\mibcomp mibcomp.txt

Note Use slashes, instead of backslashes, on UNIX.

Tip  You can use the -trace option to monitor the process of compiling your MIB.
Thesyntax is . . \bin\mibcomp -trace mibcomp.txt.

Caution If you have removed files from mibcomp.txt, you must run mibcomp with the -clean
argument. For example:
../bin/mibcomp -clean mibcomp.txt.
For more information about using mibcomp, see mibcomp on page 240.

If you have used previous versions of NerveCenter, please note that you do not need the @.

Asthe compiler compiles thefile, it displays a series of messages. If a problem needs your
attention, the compilation fails. You must resolve the error and re-compile. The error is
displayed on the last line on your screen. You will have to do this more than onceif you have
several errors. Errors are generally syntax problems in third-party MIBs or MIBs that do not
comply with the RFC specification. For tips on solving compilation errors, see
Troubleshooting: Managing Management I nformation Bases (MIBs) on page 184.

3. If you did not compile the MIB on the machine that is running the NerveCenter Server, copy it
to the server machine now.

Caution The MIB must be located locally on the machine hosting NerveCenter Server.
Configure security on the server machine appropriately so no unauthorized users can
overwrite or change the MIB.

You have updated the MIB that includes the definitions you need. Now, you must use the
NerveCenter Administrator to load this MIB. See, Configuring NerveCenter to Use the New MIB
on page 182.
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Configuring NerveCenter to Use the New MIB

After you have compiled the NerveCenter MIB, you must reload it. From the Administrator, you
can specify the name and location if you created a new MIB file and then |oad the file.

Note You must be amember of NerveCenter Admins on Windows or a member of ncadmins on
UNIX.

> To load the new MIB:
1. From the Administrator, connect to the server.

2. Select the Server tab.
NerveCenter displays the Server tab.

%3 FLITTERIO =] B3
Log I OpC Host I Licenze I Ports I Clazszify

I Filters | Inform Configuration | Actions | SMMP | SNMPya
Server Mode Source

Install Directory

C:\Program files\OpenServiceyMerveCentert,

Trap Source IMSTHAF’ vl
Dizcover Modes from Traps INone VI

Process Traps From Unknown Modes |

Apply All Masks For Each Trap 5

MIB

Mame Inervectr.mib

Diirectory

IEI: “Program files\OpenService\MerveCentert,

Reload m

Save | Lloze | Undo | Help I

3. If the name of the MIB has changed, type the name of the new NerveCenter MIB in the Name
field.

4. If thelocation of the MIB has changed, type the full path of the new MIB in the Directory
field.
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5. Check the Reload check box.

6. Select Save.

NerveCenter displays a message that tells you the data was saved successfully. Clientsthat are
connected to this server automatically receive the updated MIB information and display a
message to users.

Caution Any clientsthat are currently connected to this server and have the Share MIB check
box selected are updated to use the new MIB, even if they were sharing aMIB from
another server.

7. 1f you want other NerveCenter Servers to use this MIB, repeat this procedure for each
NerveCenter Server.

You have specified and loaded the new MIB. If your network management platform uses the
NerveCenter MIB, you'll need to update that information in your network management platform.
See the documentation for your network management platform for details.

If you added new definitions, you may want to create new property groups that contain properties
for the new MIB base objects. See Designing and Managing Behavior Models in the NerveCenter
documentation.
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Troubleshooting: Managing Management Information Bases (MIBS)

The following list contains some common problems that users encounter when updating the
NerveCenter MIBs.

As mentioned in Adding or Removing MIB Definitions on page 178, MIB modules are dependant
on information in other MIB modules. Although a MIB module may compile by itself, there may
be problems with dependencies with other MIB modules. This section gives suggestions on how to
solve compilation errors.

Tip  If MibComp finds a dependency or definition error, it will repeat the error for each MIB
module encountered.
To find where the problem begins, run MibComp with the -clean and -trace arguments
and note when the problem first occurs.

A MIB won’t compile

Problem: The vendor ASN1 definitions that you added are not formatted correctly.
Solution: Check for spelling and format.
See Troubleshooting ASN.1 files on page 223.

Problem: The mibcomp.txt file is not formatted correctly.

Solution: Check to make sure the appropriate lines are included in the file and are not commented
out.

See Adding or Removing MIB Definitions on page 178.

Problem: The ASNL1 file does not exist in the directory referenced in the mibcomp.txt file.
Solution: Move the file to the specified directory or correct the path in the mibcomp.txt file.

Problem: You must run the command from the mib directory (mibs on UNIX).

Solution: Change to the correct directory and run the mibcomp command again.

See Compiling the NerveCenter MIB on page 181.

Problem: User or file permissions are not set correctly, so mibcomp cannot create or update the
MIB file.

Solution: Check user or file permissions and correct them, if necessary. See your operating system
documentation.
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Problem: Redefinitions of MIB entity enumerations across SNMPv1, v2c, and v3.

ExaﬁuﬂeZWARNING: enumeration conflicts during merge for ifType
(continuing)

Solution: These warnings can be safely ignored. Some values, such asif Type or ifOperStatus, have
been redefined for different SNMP versions.

Problem: More than one MIB module has defined entities with the same name.

Exanwﬂei/opt/OSInc/bin/mgrtool: check names: Duplicate name with different
OIDs: dsl OID1: 1.3.6.1.2.1.10.18, OID2: 1.3.6.1.3.2 continuing (since -i
option was used)

Solution: First, find which MIB modules are defining the duplicated name. When MibComp finds
a second defintion, it creates an error message similar to the above example. Next, you must
research the MIB modulesto seeif either module has been replaced with a compliant MIB module.

Problem: A MIB modul e depends upon a definition form another M1B module.

Example: find type () : unknown type: SnmpAdminString
mibcomp: unable to compile and resolve standard-v3/v3-tgt.my

Solution: Look at the IMPORTS clause of the module that produced the error. In the example,
v3-tgt .my declaresthat S mpAdminString is to be imported from SNMP-FRAMEWORK-MIB.
A search of the modules shows that SNMP-FRAMEWORK-MIB isdefined in v3-arch.my.
Therefore, you must name v3-arch.my beforev3-tgt.my.

Problem: More than one MIB module provides a name for an OID.

Example: /opt/0SInc/bin/mgrtool: Warning: Duplicate OIDs with different
names.

The first name will appear before the second name.

OID: 1.3.1.4.1.9.7.99999.2, First name: cwRsrcPartCapabilityRpmV2R0160,
Second name: ciscoWanModuleCapabilityV2R00

Solution: Often thisis not a problem but should be investigated. In the example, two different
Cisco MIB modules state two different names for the same OID. Which device and version of |0S
is encountered at run-time will likely resolve which way the OID will be handled. Check which
devices you are currently running and whether you need to have the M1B modules with the
duplicate names mibcomp . txt. A review of your Cisco devices may show that the MIB module
that names the first occurrance is not needed.
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A MIB won't load

Problem: You must be a member of ncadmins on UNIX or NerveCenter Admins on Windows to
load aMIB.

Solution: Make sure you have appropriate group membership.
Configuring NerveCenter to Use the New MIB on page 182.

Problem: The MIB must be located on the server machine.
Solution: Copy the MIB to the server machine and try loading it again.
See Compiling the NerveCenter MIB on page 181.

Problem: The name or location of the MIB has changed.
Solution: Update the name and location of the MIB and try loading it again.
See Configuring NerveCenter to Use the New MIB on page 182.
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Error Messages A

This appendix explains the error and information messages that you might encounter while using
NerveCenter. Possible causes and solutions for the errors are included.

This appendix includes the following sections:
Table A-1. Sections Included in this Appendix

Section Description

User Interface Messages on Explains where error messages appear as well asthe different types of
page 188 error messages.

Error Messages on page 190 Lists the error messages and possible solutions.
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User Interface Messages

All NerveCenter error messages are written to the Event Log. To view messages in the Event Log:

+ InWindows. Run the Event Viewer and display the Application log. Each error message is
listed asalinein the log.

+ InUNIX: Read the ASCII file /var/adm/messages with a text editor or acommand such as
“more.”

Each error description is formatted in the following way:
Category error message number: message: [code number]

Each message is assigned a category, which has a corresponding number. The linelisted in the log
uses a number to indicate a category, asfollows:11

Table A-2. Error Message Categories

Number Category

1 NC Server Manager

2 NC Alarm Manager

3 NC Trap Manager

4 NC Poll Manager

5 NC Action Manager

6 NC Protocol Manager

7 NC PA Resync Manager
8 NC Service

9 NC Inform NerveCenter Manager
10 NC OpC Manager

1 NC LogToFile Manager
12 NC FlatFile Manager

13 NC Alarm Filter Manager
14 NC Deserialize Manager
15 NC LogtoDB Manager
16 NC DB Manager

17 NC Inform OV
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The error message number indicates the type of error. The error message numbers are organized as
follows:

Table A-3. Error Message Numbers

Number Range Type of Error

0-999 Users should call customer support.
1000-1999 User can resolve the problem.
2000-2999 User iswarned of an event.

3000-3999 User is given an informational message.

The error messages are explained in the following sections:
+  Action Manager Error Messages on page 191

+ AlarmFilter Manager Error Messages on page 195

+ Deserialize Manager Error Messages on page 195

+  Flatfile Error Messages on page 195

+ Inform NerveCenter Error Messages on page 196

+ Inform QV Error Messages on page 196

+ LogToDatabase Manager Error Messages on page 198
+ LogToFile Manager Error Messages on page 199

¢+ OpC Manager Error Messages on page 199

+ Poll Manager Error Messages on page 199

+  Protocol Manager Error Messages on page 200

+  PA Resync Manager Error Messages on page 201

+  Server Manager Error Messages on page 203

+ Trap Manager Error Messages on page 207

¢+ 0on page 208

+  OpenView Configuration Error Messages (UNIX) on page 211
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Error Messages

The following charts list particular error messages that may occur when operating NerveCenter.
For an explanation of what types of error messages exist and where error messages appear, see the
section User Interface Messages on page 188.

The messages include:

*

*

*

Action Manager Error Messages on page 191

Alarm Filter Manager Error Messages on page 195
Deserialize Manager Error Messages on page 195
Flatfile Error Messages on page 195

Inform NerveCenter Error Messages on page 196
Inform QV Error Messages on page 196
LogToDatabase Manager Error Messages on page 198
LogToFile Manager Error Messages on page 199

OpC Manager Error Messages on page 199

Poll Manager Error Messages on page 199

Protocol Manager Error Messages on page 200

PA Resync Manager Error Messages on page 201
Server Manager Error Messages on page 203

Trap Manager Error Messages on page 207

on page 208

OpenView Configuration Error Messages (UNIX) on page 211
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Action Manager Error Messages

Following isalist of Action Manager error messages.

Table A-4. Action Manager Error Messages

Error Number Error Resolution
1 Action Manager Initidization failed with ~ N/A
send trap socket
3 Send trap action: CreateTrapRequest failed N/A
4 Send trap action: Send trap failed N/A
500 Socket Error: value N/A
501 <system call> failed while launching N/A
Application handler : <error message>
1001 Action Manager connect to database failed Check NerveCenter database. Check ODBC
connection string.
1002 InitializePlatformSocket failed for value  Use the Administrator to check the
configuration settings for NetNodeNotify.
1004 Can't open database Check NerveCenter database. Check ODBC
connection string.
1005 No connection string for Log to Database  Check ODBC connection string.
action
1006 Reconfiguration: InitidizePlatformSocket  Check Notify pagein NC Admin.

failed for value

1010 Log to Event View error: Check system configuration.
RegisterEventSource for value failed with
error code value

1011 Log to Event View error: ReportEvent Check system configuration.
failed with error code value
1012 Socket Creation Failed in InitSmtpSocket ~ Check socket resource on the computer.
With Error = value
1013 Protocol Bind Failed in InitSmtpSocket Check TCP/IP configuration.
With Error = value
1014 Connect to SMTP Host Failed in Use the Administrator to check the
InitSmtpSocket With Error=value configuration settings for SMTP host name.
1015 loctlsocket Failed (Setting Non-Blocking ~ Check TCP/IP configuration.
Mode) in InitSmtpSocket With Error=value
1016 Send Packet Failed in SendSmtpPacket Check SMTP server.

With Error= value
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Table A-4. Action Manager Error Messages (continued)

Error Number Error

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

Receive Packet Failed in RecvSmtpPacket
for %1 With Error= value

Received Unexpected Response= valuein
RecvSmtpPacket

Log to Database error: Database connection

not open

Log to Database error: can not open log
table

Log to Database exception: value

Logging to aFile error: No filename
presented to Log To File action.

Logging to aFile error: Unable to Write
LogFile: value Error Code = value.

Logging to aFile error: Unable to Create
LogFile: value Error Code = value.

Logging to aFile error: Unable to Seek

EOF for LogFile: value Error Code = value
Logging to aFile error: Unable to Truncate

LogFile.

Could Not Logoff from MAPI value,
Error=value

Could Not Load MAPI32.DLL.

Could Not Get MAPILogon Address.
Could Not Get MAPIL ogoff Address.
Could Not Get MAPISendMail Address.
Could Not Logon to MAPI value,

Error=value.

Could Not SendMail to MAPI value,
Error=value.

Paging action error: Dial failed.

Resolution

Check SMTP server.

Check SMTP server.

Check NerveCenter database. Check SQL
Server.

Check NC_L og table in NerveCenter
database.

Check NerveCenter database. Check SQL
Server. Check NC_L og table in NerveCenter
database.

Make sure there is a file name associated with
LogToFile action for alarm transitions.

Check security on file system. Make sure the
fileiswritable.

Check security on file system. Make sure the
fileiswritable.

Check security on file system. Make sure the
fileiswritable.

Delete the file or repair the file format.

Check MAPI service in the system.

Search mapi32.dll in the system and ensure
sureit isin the system path.

Check mapi32.dll in the system and ensure it
isagood version.

Check mapi32.dil in the system and ensure it
isagood version.

Check mapi32.dll in the system and ensure it
isagood version.

Check MAPI configuration and ensureto have
created the profile.

Check MAPI configuration and ensureto have
created the profile.

Check modem configuration.
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Table A-4. Action Manager Error Messages (continued)

Error Number Error

1035

1036

1037

1038

1039

1040
1500
1505

1506

1507

1508

1509

1510
1511
1512
1513

1514

1515

Running an NT Command error: No
Command Presented to Run Command.

Running an NT Command error: Command
value Completed with ReturnCode value

Command action value failed : Application
handler value was killed

Command action <action> failed : value

Unable to launch Application handler:
value

Perl subroutine value failed: message
The connection to value was closed

value. The addressis dready in use

value. The connection was aborted due to
timeout or other failure

value. The attempt to connect was refused

value. The connection was reset by the
remote side

value. A destination addressis required

value. The remote host cannot be reached
value. Too many open files
value. The network subsystem is down

value. The network dropped the connection

value. No buffer spaceis available

value. The network cannot be reached from
this host at thistime

Resolution

Make sure there isacommand associated with
al Windows Command actions specified for
adarm transitions.

Check command line.

NCServer will bring it up for the next
Command action

If error says " Too many open files' close some
open files. If error says "fork failure" close
some applications.

If error says"Too many open files' close some
open files. If error says "fork failure" close
some applications.

Make sure you are not running two instances
of the same application on the same machine.

Make sure the physical network connections
are present.

Make sure the server is running on the remote
host.

Make sure the remote peer is up and running.

A destination address or host nameis
required.

Make sure the routers are working properly.
Close any openfiles.
Reboot the machine.

Make sure the peer is running and the network
connections are working.

Thismight be because you are running several
applications, or an application is not releasing
resources.

Make sure the routers are functioning
properly.
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Table A-4. Action Manager Error Messages (continued)

Error Number Error Resolution
1516 value. Attempt to connect timed out without Make sure the machine is running and on the
establishing a connection network.
1517 value. The host cannot be found Make sure you can ping the host. Check your
hosts file or DNS server.
1518 value. The network subsystem is Make sure the network services are started on
unavailable machine.
1519 value. Invalid host name specified for The host name cannot be resolved to an IP
destination address. Enter the name to the hosts file or
DNS server.
1520 value. The specified address in not Make sure the host name is not zero—try
available pinging the host.
2001 Command line too long: value Check the Windows Command Action.

Command line exceeds maximum allowed
length of 2048 characters.

2002 Send trap action failed for darm alarm Check the source or destination host name.
name due to the following reason: string  Check the enterprise. If this action was not
caused by atrap, it will fail if the enterpriseis
$P. Check to see that the varbinds arelegal for
the currently loaded MIB.

2003 Tapi initialize failed, paging will not work  Check the comm port/modem configuration
and check the tapi32.dll version.

2004 Empty host for SMTP mail If SMTP actions are used, use the
Administrator to enter the SMTP mail host
name.

2005 Empty profile for MAPI, MS Mail will not If MS mail actions are used, use the

work Administrator to enter the SMTP mail host
name.

2006 Fire Trigger Action error: Invalid node A node name was specified directly in an

name: value action and that node doesn't exist in the
system.

2007 Fire Trigger Action error: Invalid property A property was specified directly in an action

name: value and that property doesn't exist in the system.

2008 Fire Trigger Action error: Invalid A subobject was specified directly in an action

subobject: value and that subobject doesn't exist in the system.

2010 Error Sending SMTP Mail. Value messages

may have been lost.
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Alarm Filter Manager Error Messages

Following isalist of Alarm Filter Manager error messages.
Table A-5. Alarm Filter Manager Error Messages

Error Number Error Resolution
1 Lookup failed on linenumber valuein File

value.
3001 Alarm Filter Manager Initialization

successfully finished

Deserialize Manager Error Messages

Following isalist of Alarm Filter Manager error messages.

Table A-6. Deserialize Manager Error Messages

Error Number Error Resolution
1 Lookup failed on linenumber valuein File

value.
3001 Deserialize Thread Manager Initiaization

successfully finished

Flatfile Error Messages

Following isalist of Flatfile Manager error messages.
Table A-7. Flatfile Manager Error Messages

Error Number Error Resolution
1 Lookup failed on linenumber valuein File

value.
3001 Flat File Initiaization successfully finished
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Inform NerveCenter Error Messages

Following isalist of Inform NerveCenter Manager error messages.

Table A-8. Inform NerveCenter Manager Error Messages

Error Number Error

Resolution

1

3001

Lookup failed on linenumber valuein File
value.

InformNC Manager Initialization
successfully finished

Inform OV Error Messages

Following isalist of Inform OV Manager error messages.

Table A-9. Inform OV Manager Error Messages

Error Number Error

2

500
501

1002

1003

1006

1007

1039

1040

1500
1505

1506

ReceiveHandShakeResponse FAL SE byte
not correct.

Socket Error: value.

<system call> failed while launching
Application handler : <error message>.

InitializePlatformSocket failed for value.

No platform host for InformOV.

Reconfiguration: InitializePlatformSocket
failed for value.

ClnformOV EventSocket::Init() failed with
invalid operation: value.

Unable to launch Application handler:
value.

Perl subroutine value failed: message.
The connection to value was closed.

value. The addressis aready in use.

value. The connection was aborted due to
timeout or other failure.

Resolution

N/A

N/A
N/A

Use the Administrator to check the
configuration settings for NetNodeNotify.

Use the Administrator to check the
configuration settings for NetNodeNotify.

Check Notify pagein the Administrator.

Use the Administrator to check the
configuration settings for NetNodeNotify.

If error says " Too many open files' close some
open files. If error says "fork failure" close
some applications.

Make sure you are not running two instances
of the same application on the same machine.

Make sure the physical network connections
are present.
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Table A-9. Inform OV Manager Error Messages (continued)

Error Number Error

1507

1508

1509

1510
1511
1512
1513

1514

1515

1516

1517

1518

1519

1520

2001

2006

2007

value. The attempt to connect was refused.

value. The connection was reset by the
remote side.

value. A destination address is required.

value. The remote host cannot be reached.
value. Too many open files.
value. The network subsystem is down.

value. The network dropped the connection.

value. No buffer spaceis available.

value. The network cannot be reached from
this host at thistime.

value. Attempt to connect timed out without
establishing a connection.

value. The host cannot be found.

value. The network subsystemis
unavailable.

value. Invalid host name specified for
destination.

value. The specified addressin not
available.

Command line too long: value.

Fire Trigger Action error: Invalid node
name: value.

Fire Trigger Action error: Invalid property
name: value.

Resolution

Make sure the server is running on the remote
host.

Make sure the remote peer is up and running.

A destination address or host nameis
required.

Make sure the routers are working properly.
Close any open files.
Reboot the machine.

Make sure the peer is running and the network
connections are working.

Thismight be because you are running several
applications, or an application is not releasing
resources.

Make sure the routers are functioning
properly.

Make sure the machineis running and on the
network.

Make sure you can ping the host. Check your
hosts file or DNS server.

Make sure the network services are started on
machine.

The host name cannot be resolved to an IP
address. Enter the name to the hosts file or
DNS server.

Make sure the host name is not zero—try
pinging the host.

Check the Windows Command Action.
Command line exceeds maximum allowed
length of 2048 characters.

A node name was specified directly in an
action and that node doesn't exist in the
system.

A property was specified directly in an action
and that property doesn't exist in the system.
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Table A-9. Inform OV Manager Error Messages (continued)

Error Number Error Resolution
2008 Fire Trigger Action error: Invalid A subobject was specified directly in an action
subobject: value. and that subobject doesn't exist in the system.
2009 Inform OV send Packet Failed for platform
socket value.
3001 Inform OV Manager Initialization
successfully finished.
3002 ClnformOV EventSocket::OnClose with
code value.

LogToDatabase Manager Error Messages

Following isalist of Log to Database Manager error messages.
Table A-10. Log to Database Manager Error Messages

Error Number Error Resolution
1002 Initialization failed. Check WriteBuiltinTriggers.
1100 Unknown database exception. Check NerveCenter database. Log segment
might be full.
1101 Failed to connect to database. Check NerveCenter database. Check ODBC
connection string.
1102 Failed to connect to database. Check NerveCenter database. Check ODBC
connection string.
1103 Version table validation failed. NC_Version
table doesn't exist in database.
1104 Write to database failed. Log segment might be full or the database
might have gone down.
1203 Can't enable discovery model. Check the darm table and the state of alarms
(off or on).
3001 Database Thread Initialization successfully
finished.
3002 The database state has changed. Either it

has gone down or come up.
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LogToFile Manager Error Messages

Following isalist of Log to File Manager error messages.
Table A-11. Log to File Manager Error Messages

Error Number Error Resolution
1 Lookup failed on linenumber valuein File

value.
3001 LogToFile Manager Initialization

successfully finished

OpC Manager Error Messages

Following isalist of OpC Manager error messages.
Table A-12. Inform OpC Manager Error Messages

Error Number Error Resolution
1 Lookup failed on linenumber valuein File

value.
3001 OpC Manager Initialization successfully

finished

Poll Manager Error Messages
Following isalist of Poll Manager error messages.
Table A-13. Poll Manager Error Messages
Error Number Error
3001 Poll Manager Initialization successfully finished
3002 CPollManagerWnd: OnPollOnOff, PreCompild of PollEvent with Poll 1d %ld failed
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Protocol Manager Error Messages

Following isalist of Protocol Manager error messages.

Table A-14. Protocol Manager Error Messages

Error Number Error

1

2
3
4
5

1000

1001
3000
3001

3002

3003

Building copy of node list failed.
Building copy of poll property list failed.
I.nitialization of protocol methods failed
Initialization of ping socket failed.

Creation of SNMP socket failed, socket
error code: %d

Error in ping socket: %s
Error in ping socket: create socket failed.
Error in ping socket: async select failed.

Looking for the %s key in the configuration
settings.

Ncuser user ID is not found.

Initialization successfully finished.

Invalid value in configuration settings for
SNMP retry interval, using default of 10
seconds.

Invalid value in configuration settings for
number of SNMP retries, using default of 3
retries.

Invalid value in configuration settings for
default SNMP port, using default of 161.

Resolution
N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A

Use the Administrator to enter the SNMP
vauesin the configuration settings.

Add ncuser user ID to your system.
N/A

Use the Administrator to enter avalue for the
SNMP retry interval.

Use the Administrator to enter avalue for the
SNMP retries.

Use the Administrator to enter avalue for the
default SNMP port number.
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PA Resync Manager Error Messages

Following isalist of PA Resync Manager error messages.

Table A-15. PA Resync Manager Error Messages

Error Number Error

1

10

500

1000

1001

1002

1500
1501
1505

1506

1507

1508

Error getting loca host name for encoding
resync request, socket error code: %d

Encoding resync request failed

Sending resync request failed with zero
bytes sent

Sending resync request failed: %s

Memory allocation error, trying to notify of
connection status

Memory allocation error, creating node list

Memory allocation error, creating aresync
node

Parent status not sent during resync

Parents not computed during resync with
map host. Check OVPA. OVPA database
must have nc host node.

Socket Error: (%d)

Error looking for the %s key in the
NerveCenter configuration settings

Attempt to connect to %s on port %d failed:
%s

Resync connection attempt failed: %d

The connection to % was closed
Send failed with zero bytes sent
%s. The addressis already in use

%s. The connection was aborted due to
timeout or other failure

%s. The attempt to connect was refused

Resolution

N/A

N/A
N/A

N/A
N/A

N/A
N/A

Use the Administrator to enter configuration
Settings.

Make sure the platform host is up and running
and that the name exists in the hostsfile.

Make sure the platform host is up and the
platform adapter is running.

Make sure you are not running two instances
of the same application on the same machine.

Make sure the physical network connections
are present.

Make sure the server is running on the remote
host.

%s. The connection wasreset by theremote Make sure the remote peer is up and running.

side
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Table A-15. PA Resync Manager Error Messages (continued)

Error Number Error

1509

1510
1511
1512
1513

1514

1515

1516

1517

1518

1519

1520

3000
3001

3500

%s. A destination addressis required

%s. The remote host cannot be reached
%s. Too many open files
%s. The network subsystem is down

%s. The network dropped the connection

%s. No buffer spaceis available

%s. The network cannot be reached from
this host at thistime

%s. Attempt to connect timed out without
establishing a connection

%s. The host cannot be found

The network subsystem is unavailable

%s. Invalid host name specified for
destination

The specified addressin not available
initialization successfully finished
Node resync from map host was not

requested because either host name or port
number is missing

Connection to %s was successful

Resolution

A destination address or host name is
required.

Make sure the routers are working properly.
Close any open files.

Reboot the machine.

Make sure the peer is running and the network
connections are working.

Thismight be because you are running several
applications, or an application is not releasing
resources.

Make sure the routers are functioning
properly.

Make sure the machine is running and on the
network.

Make sure you can ping the host, check you
hostsfile or DNS server.

Make sure the network services are started on
machine.

The host name cannot be resolved to an IP
address. Enter the name to the hosts file or
DNS server.

Make sure the host name is not zero. Try
pinging the host.

N/A

If you are trying to disable a connection to the
platform adapter, then this messageis OK. If
you want to be connected to the platform
adapter, then use the Administrator to check
the map host settings.

N/A
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Server Manager Error Messages

Following isalist of Server Manager error messages.

Table A-16. Server Manager Error Messages

Error Number Error Resolution

1 OLE initialization failed. Make surethat N/A
the OLE libraries are the correct version.

2 Perl create failed. N/A

3 Initialization of value manager thread N/A
failed.

4 Failed to restore MibDirectory in N/A
configuration settings.

5 Failed to open configuration settings N/A
while trying to restore mib information.

6 Discrepancy in data. File: N/A
SERVER_CS.CPP, Line: value.

10 Conflictindata. File: SERVER_CS.CPP, N/A
Line: value.

11 Internal Error. File: SERVER_CS.CPP, N/A
Line: value.

20 Cannot read configuration settingsvalue: N/A
Bind.

21 Cannot connect to Tcpip configuration  N/A
settings information.

22 Cannot read configuration settingsvalue: N/A
IPAddress.

23 Couldn't find value in map. N/A

24 Error while reading database. N/A

Poll/Mask:value uses a simple trigger
that doesn't exist in database.

25 Please report error number value to N/A
technical support.
26 User validation failed: Unable to ~
communicate with ncsecurity process
:value.
1001 Windows sockets initialization failed. Install TCP/IP.
1002 Initialization failed, cannot find Check NCPerl.pl location.
ncperl.pl.
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Table A-16. Server Manager Error Messages (continued)

Error Number Error

1003
1004

1010

1100

1101

1102

1103

1200

1201

1202

1203

1204

1205

1206

1207

1208

1210

Failed to open MIB: value.
Failed to parse MIB.

Failed to validate poll: value. The poll
will be turned off.

value (database error).

Failed to connect to database. ODBC
Connection String in configuration
settingsisinvalid or can't find database
server.

Failed to connect to database. ODBC
Connection String in configuration
settingsis empty.

Version table validation failed.
NC_Version table doesn't exist in
database.

Failed to open configuration settings
while trying to restore mib information.

Updated License key isinvalid.

Cannot connect to configuration settings.

Cannot open key value.

Cannot add value value.

Cannot read configuration settings value
in MapSubNets key.

Invalid configuration settings Entry for
the value Method in the Platform key.

Cannot read configuration settings value:
value

Cannot write configuration settings
Value: value

Cannot find License key in configuration
Settings.

Resolution
Check MIB location.

Invalid MIB. Check configuration to seeif the
correct MIB is specified.

Check the poll condition using the Client
Application.

Try to resolve using the message. If not, call
support.

UseInstalIDB to re-create the ODBC connection
string.

UseInstalIDB to re-create the ODBC connection
string.

Upgrade the NerveCenter databaseto version 3.5
standards.

Use the NerveCenter Administrator to check the
configuration settings. Invalid key islikely.

Aninvalid license key was entered. Check the
key.

Use the NerveCenter Administrator to check the
configuration settings. Invalid key is likely.

Use the NerveCenter Administrator to check the
configuration settings.

Use the NerveCenter Administrator to check the
configuration settings. Invalid key is likely.

Use the NerveCenter Administrator to check the
configuration settings. Invalid key is likely.

Only Manual and Auto are allowed. Check for
case.

Use the NerveCenter Administrator to check the
configuration settings. Invalid key is likely.

Use the NerveCenter Administrator to check the
configuration settings. Invalid key is likely.

Use the NerveCenter Administrator to check the
configuration settings. Invalid key islikely.
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Table A-16. Server Manager Error Messages (continued)

Error Number Error

1300

1313

2001

2002

2003

2004

2005

2006

value (Import behavior/database error).

Server alarm instance maximum
exceeded. Please restart Server.

The account NCServer.exeis running
under does not have the advanced user
right “Act as part of the operating
system.”

The user or agroup the user belongsto
does not have the advanced user right
“Logon asabatch job.”

The user ID value does not exist.

The password is incorrect for user ID
value.

License violation. Exceeded number of
alowed nodes. The number of managed
nodes exceeds the limits of the license.
One of the following messages:

¢ Invaid Product ID in license key.

¢ No nodes specified in license.

* No users specified in license.

+ lllegal start date specified.

Invalid License Key.

License will expirein less than 14 days.

License has expired.

Resolution

Try to resolve using the message. If not, call
support.

Restart server.

Use User Manager to give advanced user right to
the group or user that NCServer isrunning
under. You will have to stop and restart
NCServer.exe

Use User Manager to give advanced user right to
the group or user.

Typeinauser ID that exists. Check User
Manager.

Typeinalega password for the user 1D you
entered

Either unmanage some nodes or contact your
authorized sales representative for an upgrade.

Check with customer support to see that the
license was generated correctly.

NerveCenter could not decode the license.
Check for typographical errorsin the key or call
support to get the key validated and/or replaced.

Your NerveCenter evaluation license will expire
within 14 days. Contact sales or support to get
the license extended.

Your NerveCenter evaluation license has
expired. Contact sales or support to get the
license extended.
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Table A-16. Server Manager Error Messages (continued)

Error Number Error

2007

2008

3001

3002

3003
3004

Resolution

The ncadmins, ncusers not defined onthe Log in asroot to connect to the Server. If you

server machine and the user does not
have root permissions.

User does not have either administrator
Or User permissions.

Request to delete the node value failed
because the node doesn't exist.

Failed to find socket in server's map.
Line: value.

Exiting due to a SIGTERM signal.

Primary thread initialization successful.

*

cannot log in asroot, do one of the following:

If your system uses NIS, define the groups
ncadmins and ncusers on the NIS server
machine, in the /etc/group file, and rebuild
the NIS database.

If you system does not use NIS, define the
two groups in the /etc/group file of the
machine where the Server is running.

Log in asroot to connect to the Server. If you
cannot log in as root, do one of the following:

*

If your system uses NIS, include your user
ID in either the ncadmins or ncusers group
on the NIS server machine, in the /etc/group
file, and rebuild the NIS database.

If your system does not use NIS, include
your user ID in either the ncadmins or
ncusers group on the machine where the
Server is running.

N/A
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Trap Manager Error Messages

Following isalist of Trap Manager error messages.

Table A-17. Trap Manager Error Messages

Error
Number

1

10

1001

1002

1003

1004

2001

Error Resolution

Error in TrapManagerWnd::Initiaize - failed to
create GetHostByAddr thread.

Error in TrapManagerWnd::LaunchTrapper -
failed to create trapper process.

Error in
TrapManagerWnd:: CreateCheck TrapperThread
- failed to create new thread.

Error in
TrapManagerWnd::InitializeM STrapService -
failed to get proc address.

Errorin
TrapManagerWnd::InitializeM STrapService -
error from SnmpMgrTrapListen (last error).

Error in
TrapManagerWnd::InitializeM STrapService -
failed to create trap listen thread.

Error in TrapManagerWnd::Initialize - Failed to
create trap stream socket.

Error in TrapManagerWnd::Initialize - Failed to
listen on trap stream socket.

Error in TrapManagerWnd::OnTraceTraps -
Failed to create trace file for traps.

CTrapManagerWnd::OnTrapEXxist -
gethostbyname from trap data with snmptrap
failed for value.

Error in trap service or trap service down. Check SNMP service under Windows.
CTrapManagerWnd::OnlnvalidSignature- Error  Check for consistency in version numbers
in receiving data on NC socket. of trapper and NerveCenter executables.
Expected MSTRAP or OVTRAPIn Reinstall NerveCenter and make sure you
NerveCenter configuration settings. choose appropriate platform integration.

MS Trap service threw exception in GetTrap.  Make sure you aren't accidently making
SNMP get requests to port 162.
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Table A-17. Trap Manager Error Messages (continued)

Error Error Resolution
Number
2002 Error processing trap data. Make sure you aren't accidently making
SNMP get requests to port 162.
3001 Trap Manager Initiaization successfully
finished.
3002 Check Trapper—Trapper process died.

restarting Trapper.

NerveCenter installation Error Messages (UNIX)

Following isalist of NerveCenter installation error messages.
Table A-18. NerveCenter Installation Error Messages (UNIX)

Error Resolution

Space under dirname is INSUFFICIENT to Free up spacein the file system by removing files, or choose
install Open NerveCenter another place for installation.

The directory dirname must reside on a The directory you specified for Open NerveCenter installation
local disk ison adisk that isnot on the local file system. Pick anew
directory or re-mount the disk.

Write permission is required by root for The directory you specified for Open NerveCenter installation
dirname directory does not have write permission for root. Choose another
directory or change the permissions.

Please create the desired destination The directory you specified for Open NerveCenter installation
directory for NerveCenter and re-runthe  does not exist. Choose another directory or create the original.
installation script

Invalid mount point The installation script could not find the CD-ROM drive and
prompted you for its location. The path you specified was not
valid. Verify that the drive exists, is mounted, and is configured

correctly.
ProcessName is running on the system. The installation script found that the nervectr or ovw process
Please exit from (or kill) processName was running. Exit from or kill the process and re-run the
process. installation script.

These processes must be stopped before The installation script found processes that need to be killed
Open NerveCenter can beinstalled. Please  before installation, asked if you wanted it to stop them, and you
kill these processes and re-run the said no. You must manually exit from or kill the processes and
installation script. re-run the installation script.
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Table A-18. NerveCenter Installation Error Messages (UNIX) (continued)

Error

Resolution

hostname is not avalid host name

hostname does not have OpenView
installed onit.

OpenView has not been configured on this
system yet.

| don’t know how to install on this
architecture

Can't cd to installation_path/userfiles

Can't open hostname.conf

Can't create hostname.ncdb
Can't create hostname.node

Can't open /etc/rc
Couldn’t re-create /etc/rc
Couldn’t modify /etc/rc

Can't append to /etc/rc.local

The host that you provided to the script for integration with
another application isnot avalid host. Check the name of the
host (capitalization, spelling, and so on) and try again.

Before configuring an OpenView host for Open NerveCenter’s
integration with Open LANAIlert or OperationsCente,
OpenView must already be installed on the host. Stop your
Open NerveCenter installation and review the prerequisites.

Before configuring an OpenView host for Open NerveCenter’s
integration with LANAIlert or OperationsCenter, you must have
already done the basic OpenView configuration for the host.
Rerun the installation script, make sure to answer “Yes’ when
questioned whether you want to configure OpenView for this
host, and then proceed with your integration with other
applications.

Installation is supported for HP-UX and Solaris. The script
issues this message if attempting to install on an architecture
that isnot in this set.

Make sure the directory exists and has appropriate permissions.

The script couldn’t create the file or couldn’t open an existing
configuration file. Check installation_path/userfiles to make
sure that root has permission to write in this directory, that
hostname.conf has read permission set, if it exists, and that
localhost.conf exists and has read permission set.

The script was attempting to create the indicated file by copying
data from another file. Check installation_path/userfiles to
make sure that root has permission to write in thisdirectory, and
that local host.ext exists and has read permission set.

The script couldn’t modify /etc/rc to call the Open NerveCenter
rc script. Edit the file and add aline that executes
installation_path/bin/rc.openservice. There’'s no need to rerun
the installation script after this correction.

The script couldn’t modify /etc/rc.local to call the Open
NerveCenter rc script. Edit the file and add aline that executes
installation_path/bin/rc.openservice. There's no need to rerun
the installation script after this correction.
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Table A-18. NerveCenter Installation Error Messages (UNIX) (continued)

Error

Resolution

Can't create /etc/rc2.d/K94ncservice on
Solaris

Can't create /etc/rc2.d/K940ncservice on
HP-UX

An error occurred in trying to contact the
Server “hostname’. As aresult, the

The script couldn’t create the Open NerveCenter rc script
[etc/rc2.d/K94ncservice on Solaris or K940ncservice on HP-UX

. Copy installation_path/bin/rc.openservice to
[etc/rc2.d//K94ncservice on Solaris or K940ncservice on
HP-UX

. There's no need to rerun the installation script after this
correction.

The script was attempting to update system services and failed.
Correct the specific error (perhaps the host name or file name

information that you have specified cannot was entered incorrectly) and rerun the script. If the error isn't

be used to complete this NIS update.

easily corrected, you can edit /etc/services yourself. Make sure

Unable to modify filename. It doesn’t exist! that the following lines are included in the file:

Unable to modify filename. File sizeis 0!

SNMP 161/udp
SNMP-trap 162/udp

If you're running NIS, be sure to make these changes on the
NIS server, change to the NIS directory, and run make services.
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OpenView Configuration Error Messages (UNIX)

Following isalist of OpenView configuration error messages.

Table A-19. OpenView Configuration Error Messages (UNIX)

Error

Resolution

Configuration of OpenView was not entirely
successful. You need to go back and
double-check the steps that failed above.

Installing registration...FAILED

Couldn't create NNM_dir/help/C/ncapp

Installing Help...FAILED

Installing Fields...FAILED

Installing Symbols...FAILED

Installing Bitmaps...FAILED

Notifying <<OpenView...>> FAILED

Installing Events...FAILED

This message will be displayed if any part of the
OpenView configuration didn’t succeed. Scroll back
through the output of the script, looking for messages that
include the word FAILED. Immediately following such a
linewill bethe specific system error messages that resulted
from the part of the script that failed.

The script was attempting to copy afileinto
NNM_dir/registration/C, where NNM_dir isthe location of
your OpenView installation. Make sure that this directory
exists and that root has write permission for it.

The script was attempting to create the directory
NNM_dir/help/C/ncapp, where NNM_dir isthe location of
your OpenView installation. Make sure that help/C exists
and that root has write permission for it.

The script was attempting to copy filesinto Network Node
Manager_dir/help/C/ncapp. Make sure the directory exists
and that root has write permission for it. If you got the
previous error message, you will also receive this one.

The script was attempting to copy afileinto
NNM_dir/fields/C. Make sure the directory exists and that
root has write permission for it.

The script was attempting to copy afileinto
NNM_dir/symbols/C. Make sure the directory exists and
that root has write permission for it.

The script was attempting to copy filesinto
NNM_dir/bitmaps/C. Make sure the directory exists and
that root has write permission for it.

The script was attempting to execute ovw. Make sure that
root has appropriate permissions for ovw and that you have
run ovstartup on this computer.

The script was attempting to execute xnmevents. Make
sure that root has appropriate permissions for xnmevents
and that xnmtrap is not running on this computer.
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NerveCenter’'s complexity means that users will inevitably run into difficulties at some point.
Before calling NerveCenter Technical Support, there are several first steps you can take. Besides
checking the obvious—the NerveCenter Server is running, the license has not expired, etc.—you
may want to look at information found in this appendix.

This appendix includes the following sections:

Section Description

Common problems on page 214  Lists some of the most common problems NerveCenter users face.

Using Trace Countersto Explains how advanced NerveCenter users can use trace counters to
Troubleshoot NerveCenter on detect problems.
page 216

Troubleshooting ASN.1 files  Explains how NerveCenter users can edit MIB files that fail to compile.
on page 223
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Common problems

The following list includes some of the more common problems users face when administering
NerveCenter.

The NerveCenter Server

UNIX will not start the NerveCenter Server on page 33.
An alarm causes the NerveCenter Server to crash every time| start it on page 34.
The NerveCenter Server does not start on Windows on page 34.

| need to get a better idea of what the NerveCenter Server isdoing on Windows. Can | temporarily
run it asa process? on page 34

UNIX will not start the NerveCenter Administrator on page 44.

While trying to connect to a NerveCenter Server | get the message: The server did not respond on
page 44.

| misspelled a server name while trying to connect and now the misspelled name appearsin the
NerveCenter Administrator Server Name list on page 44.

When | try to connect to a NerveCenter Server it tells me: Number of allowed client connection
exceeded on page 60.

| need to make the same changes to several NerveCenter Servers on page 60.

Importing imputil.ini caused unwanted changes to a NerveCenter Server on page 60.

NerveCenter’'s node list

NerveCenter is not filtering a node by a capability on page 95.
After setting an IP filter, a node that should be masked out still appears in the node list on page 95.

Even though | have enabled Process Traps From Unknown Nodes, NerveCenter does not updateits
node list when it receives a trap from an unknown node on page 95.

NerveCenter does not recognize my network management platform as a valid source of node data
on page 96.

NerveCenter is not receiving node data from my network management platform on page 96.
The IPSweep behavior model will not work on page 96.

The NerveCenter node list contains two nodes with the same address but different names on
page 97.

NerveCenter deletes a node | added manually on page 97.
NerveCenter adds a node | deleted manually on page 97.
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I’m seeing several errors recorded in the application event log window stating that ipsweep.exeis
not running on page 97.

Alarm actions
NerveCenter is not sending SMTP mail notifications on page 151.
Microsoft mail notifications are not being sent as NerveCenter on page 151.
NerveCenter is not dialing pages correctly on page 151.
The logs created by my behavior models are using too much disk space on page 151.

The NerveCenter database

The server shut down gracefully, but event log said that the database was not found. Where did the
updates to the database go? on page 174

Running SerializeDB from the command line keeps failing on page 174.
SerializeDB won't work from the application or the command line on page 174.

The data in the database is not what was imported from the serialized file on page 174.

Management Information Bases (MIBs)
A MIB won't compile on page 184.
A MIB won't load on page 186.

Appendix B, Troubleshooting NerveCenter 215



Using Trace Counters to Troubleshoot NerveCenter

Using Trace Counters to Troubleshoot NerveCenter

A useful tool for troubleshooting NerveCenter is it trace counters feature. Trace counters enable
NerveCenter to keep track of its own activities, such as the number of SNMP traps that have been
received, polls requested, Informs sent, and quite afew other operations. The cumulative count for
an operation reflects total activity for either of the following durations:

+ For aslong as the NerveCenter Server has been running; or
+  |f you have reset a counter, since the reset was performed.

If you are having difficulties with NerveCenter, a Open Technical Support representative may
provide further instructions for using the Trace counters, including enabling trace logging.

Note NerveCenter'strace logging feature should only be used as directed by Technical Support.
Trace logging quickly consumes large blocks of memory and could impact Server
performance.

Even though the data presented by the trace counters are read-only, you can reset a counter. The
following table explains what procedures are related to the trace counters:

Table B-1. Procedures Related to Trace Counters”

Task Procedure

To view the trace counters... From the Server menu, choose Trace Counts.

To view a specific counter... Withinthe Trace Counters window, select the
appropriate tab.

To reset one or more counters... After selecting each of the relevant Reset checkboxes,
select Reset.

To reset dl the countersin apage... Select Reset All.

To update al the counters... Select Refresh.

*. Each of these procedures are performed within a NerveCenter Administrator after it is connected to a
NerveCenter Server.
The following sections describe the meaning of each counter:
+  Alarm Action Counters on page 217
+  Database Counters on page 218
+ Inform Counters on page 218
+ Inform NerveCenter Counters on page 219
+ Log to Database Counters on page 219
+ Logto File Counters on page 219
+  Server Counterson page 220
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+  Node Source Counters on page 220

¢ OPC Mg Counters on page 221
+  Poll Counters on page 221

¢ Trap Counters on page 222

+ Trigger Counterson page 222

Alarm Action Counters

The Action tab of the Trace Counters window provides read-only information about the current

NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-2. Alarm Action Counters

Totalsfor All Actions | Requested

Pending

Completed

Group Field Description
Specific action Action Type Select the type of action you want to monitor.
Requested The number of specified actions that have been
requested.
Pending The number of specified actions that are pending.
Compl eted The number of specified actions that are compl eted.

The total number of all actions that NerveCenter has
requested (as opposed to the number of actions for
the selected action type).

The total number of dl actionsthat are currently
pending.

The total number of al actionsthat have been
completed.
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Database Counters

The Database tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-3. Database Counters

Group Field Description
DB Operations Successful The number of NerveCenter operations that have
been written to the database.
Pending The number of database entries waiting to be
written.
DB Connections Lost The number of lost connections with the database.
Restored The number of lost connections with the database

that were later restored.

Inform Counters

The Inform tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-4. Inform Counters

Group Field Description
OVPA Requested The number of informs requested to be sent to the
NerveCenter OpenView Platform Adapter.
Sent The number of informs that have been sent to the
NerveCenter OpenView Platform Adapter.
Pending The number of informs saved in the queue ad
waiting to be sent to NerveCenter’s OpenView
Platform Adapter.
OPC Requested The number of informs requested to be sent to
NerveCenter's SEM SOPCA adapter.
Sent The number of informs that have been sent to
NerveCenter’'s SEM SOPCA adapter.
Universal PA Requested The number of informs requested to be sent to
NerveCenter’s Universal Platform Adapter.
Sent The number of informs that have been sent to
NerveCenter's Universal Platform Adapter.
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Inform NerveCenter Counters

TheInform NC tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-5. Inform NerveCenter Counters

Field Description

Received The number of informs the current NerveCenter Server has received from
other NerveCenter Servers.

Processed The number of informs the current NerveCenter Server has received and
processed from other NerveCenter Servers.

Log to Database Counters

The Log DB tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-6. Log to Database Counters

Field Description

Requested The number of Log to Database actions requested.

Pending The number of Log to Database actions that are till pending.

Lost The number of Log to Database actions that did not successfully log and are

considered to be lost.

Deleted The number of Log to Database actions that did not successfully log and have
been removed from the log queue.

Log to File Counters

The Log File tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-7. Log to File Counters

Field Description
Requested The number of Log to File actions requested.
Pending The number of Log to File actions that are still pending.
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Table B-7. Log to File Counters (continued)

Field Description

Lost The number of Log to File actions that did not successfully log and are
considered to be lost.

Deleted The number of Log to File actions that have been removed from the log file.

Server Counters

The Server tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-8. Server Counters

Field Description

Alarms transitioned The number of alarm instances that the current NerveCenter Server has
transitioned.

Messages to client The number of messages the current NerveCenter Server has sent to a
connected NerveCenter Client.

Client connections The number of NerveCenter Clients that have connected to the current
NerveCenter Server.

Web connections The number of NerveCenter Web Clients that have connected to the current
NerveCenter Server.

Node Source Counters

The Node Source tab of the Trace Counters window provides read-only information about the
current NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot
NerveCenter on page 216 for more information about using the counters.

Table B-9. Node Source Counters

Field Description

Nodes received The total number of nodes that NerveCenter has received from a node source
and stored in its database.received during the last resync

Nodes updated The total number of updates that NerveCenter has received from anode
source during the last resync.

New nodes created The number of nodes added to the NerveCenter node list when nodes were
added to the network management platform.

Nodes auto deleted The number of nodes removed from the NerveCenter node list.
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OPC Msg Counters

The OPC Mgg tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-10. OPC Msg Counters

Field Description

Msgs received The number of messages that the current NerveCenter Server has received
from HP I T/Operations.

Msgs processed The number of HP I T/Operations messages that the current NerveCenter
Server has processed through an OpC mask.

Poll Counters

The Poll tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-11. Poll Counters

Group Field Description
SNMP Requests The number of SNMP polls requested.
Pending The number of pollswaiting for an SNMP reply poll
request.
Responses Received | The number of SNMP responses that have been
received from SNMP requests.
Error Received The number of SNMP and ICMP errors resulting
from SNMP requests.
Polls Retried The number of SNMP polls that were reissued.
Polls Timed Out The number of SNMP polls that did not receive a
response and therefore timed out.
ICMP Requests The number of ICMP polls requested.
Pending The number of pollswaiting for an ICMP reply to
the poll request.
Responses The number of ICMP responses that have been
received from ICMP requests.
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Table B-11. Poll Counters (continued)

Group Field Description

Error Received The number of ICMP errors resulting from ICMP
requests: The following types of messages indicate
errors: ICMP_UNREACH,
ICMP_SOURCEQUENCH, ICMP_REDIRECT,
ICMP_TIMXCEED, ICMP_PARAMPROB.

Polls Retried The number of ICMP polls that were rei ssued.

Polls Timed Out The number of ICMP pollsthat did not receive a
response and therefore timed out.

Trap Counters

The Trap tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-12. Trap Counters

Field Description

Received The number of SNMP traps that the current NerveCenter Server has received
and processed.

Failed The number of SNMP traps that the current NerveCenter Server has received

but was unable to process.

Ignored The number of SNMP traps that the current NerveCenter Server has received
but ignored. NerveCenter ignores traps if NerveCenter is configured not to
process traps from unknown nodes and the node sending the trap is outside
NerveCenter’s specified | P subnet filter range.

Trigger Counters

The Trigger tab of the Trace Counters window provides read-only information about the current
NerveCenter Server’s automated actions. See Using Trace Counters to Troubleshoot NerveCenter
on page 216 for more information about using the counters.

Table B-13. Trigger Counters

Field Description

Masks The number of triggers that NerveCenter has fired from trap masks.
OpC Masks The number of triggers that NerveCenter has fired from OpC masks.
Actions The number of triggers that NerveCenter has fired from alarm actions.
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Table B-13. Trigger Counters (continued)

Field Description
Polls The number of triggers that NerveCenter has fired from polls.
Tota The total number of triggers that NerveCenter has fired.

Troubleshooting ASN.1 files

Many mibcomp error messages are caused by problems with ASN.1 MIB files. This section
describes how to make sure your ASN. 1 files can be processed correctly by the mibcomp utility and
how to correct common ASN.1 errors. If you receive mibcomp error messages, check your ASN.1
files for the following possible problems:

+  Improper characters

+ Improper use of period, underscore, and hyphen
+  Improper capitalization

+  Improper table construction

+  Duplicate type definitions

+  Object identifier format

+ Ignored IMpPORT definitions

Use of characters

Blank spaces, carriage returns (*M), and line feeds (*J) are considered white space, used only as
separators.

The following are the only characters you can usein ASN.1:

abcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMNOPQRSTUVWXYZ
0123456789

i=, {}<>. O L1-"77 ]

Except in acomment, you cannot use the following characters:
l@#s$s &* +\~'?/

Note the following exceptions:

+ You can use any character in acomment.

+  An object name can have only a phabetic and numeric characters and hyphens (but never two
hyphensin arow), and cannot end with a hyphen.
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Period, underscore, and hyphen

The only nonalphanumeric character you can use in atype or value is the hyphen (-). Do not use a
period (.) or an underscore ().

Two consecutive hyphens (--) begin comments. Two consecutive hyphens or the end of aline can
end comments. When you end a comment with a second pair of hyphens, mibcomp triesto convert
the material between the second pair of hyphens and the end of the line. For example, given the
following line:

-- This is a comment -- This is not a comment.

The mibcomp utility triesto convert “ This is not acomment.” Don’'t use two consecutive hyphens
in an object name.

Capitalization

Key words and predefined types must contain only uppercase letters and must not be reserved
character sequences. Reserved character sequences are listed below:

Table B-14. Reserved character sequences

ABSENT DEFINED INTEGER REAL
ANY DEFINITIONS MAX SEQUENCE
APPLICATION END MIN SET
BEGIN ENUMERATED MINUS-INFINITY SIZE

BIT EXPLICIT NULL STRING
BOOLEAN EXPORTS OBJECT TAGS

BY EXTERNAL OCTET TRUE
CHOICE FALSE OF UNIVERSAL
COMPONENT FROM OPTIONAL WITH
COMPONENTS IDENTIFIER PLUS-INFINITY

correct IMPLICIT PRESENT

DEFAULT INCLUDES PRIVATE

Type references and type declarations must begin with an uppercase | etter.

Enumeration names, value names, and object identifiers must begin with alowercase letter.
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Table construction

If atableisn’t being displayed properly, it might be missing an INDEX clause or a SEQUENCE
definition.

An INDEX clause looks like this:

INDEX ( instance)
:= (parent)

A sEQUENCE definition for each tableinthe ASN.1 fileis necessary for compliance with RFC1212.
For example, a MIB might have:

commonB OBJECT IDENTIFIER ::= { rr2board 1 }
boardIndex OBJECT-TYPE
SYNTAX INTEGER
ACCESS read-only
STATUS mandatory
DESCRIPTION
“The slot number of this board.”
::= { commonB 1 }

etc.

This prevents the mibcomp utility from producing usable output because it cannot detect that
boardindex is an attribute of atabular object. One way to fix thisisto add extra material between
commonB and the first attribute, as follows:

commonB OBJECT IDENTIFIER ::= { rr2board 1 }
-- -- Modified for 1212 compliance --
commonB OBJECT-TYPE

SYNTAX CommonB

ACCESS read-write

STATUS mandatory

INDEX { boardIndex }

:= { rr2board 1 }

CommonB ::= SEQUENCE {

boardIndex

INTEGER,

boardName

OCTET STRING,

boardType

INTEGER,

boardTotalPorts

INTEGER,

boardStatus

Appendix B, Troubleshooting NerveCenter 225



Troubleshooting ASN.1 files

INTEGER,
boardPortsOn
INTEGER }
boardIndex OBJECT-TYPE
SYNTAX INTEGER
ACCESS read-only
STATUS mandatory
DESCRIPTION
“The slot number of this board.”
::= { commonB 1 }

etc.

Do not nest tables. Nesting can happen indirectly—for example, when atypethat containsatableis
referenced in a table without the connection being obvious. To avoid nesting, you can use an index
from one table to index another.

Duplicate type definitions

If the mibcomp utility encounters duplicate type definitions, it uses the first definition it encounters
and then displays the following message:

Warning (file.asnl:about line n):
Duplicate type defined: TypeName

It then continues processing without pausing for you to respond. Make sure the type definitions are
all the same, or rename the types and use mibcomp again.

Object identifier format
The only object identifier format mibcomp acceptsis:
{ objname integer}
Any other format resultsin the error message:
Illegal Object Identifier Value
If your MIB contains an object identifier like:
open OBJECT IDENTIFIER ::= { osi 1 2}
you could change it to an acceptable object identifier by splitting the definition as follows:

open OBJECT IDENTIFIER ::= { osi 1}
open OBJECT IDENTIFIER ::= { osi 2}
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Ignored IMPORT definitions
The mibcomp utility ignores the zMpoRT definition.
For example,

MIB-A: x =1
MIB-B: x = 2
MIB-C: import x from MIB-B

In MIB-C, the utility takesx as 2 rather than as 1 if MIB-A is parsed first. Before parsing, check for
IMPORT clauses and copy the zMporT definitions directly into the M1Bs containing them.
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Controlling NerveCenter from the Command
Line C

NerveCenter provides commands that you can run from a UNIX shell or aDOS Command Prompt
window. NerveCenter a so enables you to run acommand line interface (CLI) from which you can
issue single commands, open a CLI interactive session, or run a CLI script.

This appendix includes the following sections:

Section Description

NerveCenter UNIX Shell/DOS Describes the NerveCenter commands that you can execute from a UNIX
Prompt Commands on page 230  shell or a Windows command prompt.

NerveCenter Command Line Explains the NerveCenter command line interface (CLI) and how to useit.
Interface on page 270
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NerveCenter UNIX Shell/DOS Prompt Commands

There are certain NerveCenter commands that you run from a UNIX shell or a Windows command

prompt. This section lists each of these commands in alphabetical order:

*

*

*

client on page 231
dbwizard on page 232
importutil on page 233
installdb on page 235
ipsweep on page 237
mibcomp on page 240
ncadmin on page 242
nccmd on page 243
ncserver on page 251
ncstart on page 253
ncstop on page 255
ovpa on page 256
paserver on page 260
semsopca on page 263
serializedb on page 264
trapgen on page 266

Note Thisappendix assumesthat you arein the NerveCenter bin directory or that your search path
includes that directory. NerveCenter installation includes this directory in your search path

by default.
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client

NAME

client

SYNOPSIS

client

DESCRIPTION

Executes the NerveCenter Client application. For information about how to use NerveCenter
Client, refer to the manual, Monitoring Your Network.

USAGE

On UNIX, if you receive the error message client: Command not found, NerveCenter has not
been installed in the default location (/opt /0SInc). In this case, you must change directories to
the NerveCenter bin directory before entering the command shown above, or enter the full
pathname of the executable.

Note On UNIX, before you can run NerveCenter, you must first set the necessary UNIX
environment variables by running the appropriate ncenv shell script. For more information
about setting environment variables, refer to the book Managing NerveCenter.

see also

ncstop on page 255
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dbwizard

NAME

dbwizard

SYNOPSIS

dbwizard

DESCRIPTION
A wizard that helps you to create a NerveCenter Microsoft Access or SQL Server database.

USAGE

InstallDB isthe command-line version of DBWizard. You can use either one to set up your
database. If you areinstalling NerveCenter on many computers, you may want to use the wizard to
set up the first database, then save your configuration settings and use them with the command-line
version of DBWizard to save time on subsequent setup routines.

see also

installdb on page 235
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importutil

NAME
importutil

SYNOPSIS

importutil imputil.ini

DESCRIPTION

Enables you to reconfigure a setting on more than one NerveCenter Server at atime by changing
onefile and importing it to all the relevant servers.

OPTIONS
imputil.ini

File that contains NerveCenter Server settings that you import to all NerveCenter
Servers. imputil.ini residesinthe /userfiles directory .

USAGE

imputil.ini is made of anumber of sectionsthat include a section header and keys. Before
making any changes, create a backup copy of imputil.ini.

Caution Youwill not be ableto restore the original imputil.ini after making changes to thefile,
unless you first make a backup copy.

Delete dl but the relevant sections to be changed.

All sectionsin the file are optional. If you remove a section, including the section header and keys,
ImportUtil does not change or delete any values in the NerveCenter configuration settings for that

key.

For example, if you are changing avalue found only in the section [CONFIG SERVERI], you delete
all sections except the section header and the valuesin the [CONFIG SERVER] sSection. ImportUtil
will only change the values pertaining to that section.

Any new values|eft in imputil.ini will overwrite the old values. To avoid having placeholders
overwrite legitimate values, delete any unnecessary keys before running |mportUtil.

For example, if within the [CONFIG_SERVER] section you only want to change the value of the
key InformNCListenPort, delete al but the following:

[CONFIG SERVER]
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InformNCListenPort = port

Caution If you are configuring either the section [CONFIG PLATFORM NETNODENOTIFY] Of
[CONFIG PLATFORM MAPSUBNETS], you need toinclude all values, including old
values. ImportUtil deletes values from the NerveCenter configuration settings that are
not included in these sections. Please read the comments before each section in thisfile
for more information.

Change the values by replacing the placeholders after the equal sign (=) with valid values.

Unless otherwise noted, you may not leave the value after a key blank.

Note You must either bein the same directory as the imputil.ini file or include the full pathname
of the imputil.ini file.

NerveCenter notifies you upon successful completion of the reconfiguration.

For more information about each sectionin imputil.ini, refer to Table C-1, Information About
imputil.ini Sections on page 234.

Table C-1. Information About imputil.ini Sections

For Information About... Refer to This Book...
CONFIG_PLATFORM Integrating NerveCenter
CONFIG_PLATFORM_MAPSUBNETS Integrating NerveCenter

CONFIG_PLATFORM_NETNODENOTIFY  Integrating NerveCenter

CONFIG_SERVER Managing NerveCenter
CONFIG_SERVER_PATH Managing NerveCenter
CONFIG_SERVER_PAGER Managing NerveCenter
CONFIG_SERVER_SNMP Managing NerveCenter
CONFIG_SERVER_SNMPV3 Managing NerveCenter
CONFIG_SERVER_LOGS Managing NerveCenter
CONFIG_SERVER_MSMAIL Managing NerveCenter
CONFIG_SERVER_SMTPMAIL Managing NerveCenter
IMPORT_MODEL Designing and Managing Behavior Models
IMPORT_NODE Designing and Managing Behavior Models
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NAME
installdb
SYNOPSIS
installdb -F IDBfile -0 {f|1l|c|r} -D {s|a} [-M {v|s}] [-H]
DESCRIPTION

Creates or modifies a NerveCenter Microsoft Access or SQL Server database.

options

-F IDBfile
The path and file name for the IDB file (required).

-0 {f | 1] ¢ | r}
Specifies the operation code (required). The choices are:
f—Full database creation and installation
|—L oad serialized file
c—Create data source and connection string
r—Run SQL script

-D {s | a}
Specifies the database type (required). The choices are;
s—SQL

a—Access

Note The SQL script can only run against a SQL database, not an Access database. If the
operation parameter isr (run SQL script), then you must specify s (SQL) as the database
type

[-M {v | s}]

Specifies the mode of operation (optional). v isverbose, and sissilent. If -Mis not
specified, InstallDB defaults to s (silent).

Appendix C, Contralling NerveCenter from the Command Line 235



installdb

Displays usage help isin adialog box. You can also enter smply: installdb

USAGE

All command line switches are case-insensitive (Windows only) and you can type them in any
order.

If any of the required command line switches are missing and the mode is s (silent), then an error is
written to the Event Log. If modeisv (verbose), then a dialog box with an error message is

displayed.

example

InstallDB -F c:\temp\dbwizard.idb -M v -O £ -D s
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NAME
ipsweep
SYNOPSIS
ipsweep [-d] [-trace] [-f excludefile]l [-m mapfile]l [-w mapfilel
[-notraps] [-t timedelay] [-ttl hops] | [-h]
DESCRIPTION

Discovers network devices on the subnets managed with NerveCenter. |psweep pings | P addresses
according tofilters set in the NerveCenter Administrator. If no filters are defined, ipsweep does not
ping any | P addresses. If ipsweep receives aresponse from an | P address, ipsweep sendsa SNMP
v1 trap to NerveCenter. You must configure NerveCenter to automatically add nodesif atrap is
received in order to update your node list. For more information about configuring NerveCenter to
work with ipsweep, see Managing NerveCenter and Designing and Managing Behavior Models.

The NerveCenter Server must be running to use i psweep.

OPTIONS
-d

Specifies debug mode and outputs verbose debug messages to the console.
-trace

Specifies trace mode and outputs status messages to the console.
-f excludefile

Specifies afile that contains alist of |P addresses for ipsweep to ignore.
-m mapfile

Specifies a map file that contains node information about the network.

IP Filters must still be configured in the NerveCenter Administrator’s | P Filters page
for each subnet that is discovered. The map file uses the subnet and mask value to
match an existing pair in the | P Filters page. The Map file does not specify which
subnetsto discover. It just specifies the read community string used for asubnet if itis
discovered.

-w mapfile

Writes atext file containing the read community string used for discovered subnets.
You can then edit this file and use with -m.
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-notraps

Specifiesthat no SNMPv1 Traps are sent. Useful with -d and -trace for debugging
behavior without causing unnecessary notifications.

-t timedelay

ICMP timeout interval. timedelay isavalue in milliseconds (default is 20
milliseconds).

-ttl hops

Specifiesthetimeto live (TTL) value for IPSweep, where the valid value is between
0 and 255 hops. The default value for -tt1 is: 255 hops (128 for Windows 2000).

Provides command line help for ipsweep.

USAGE

I psweep can read an exclude file specified by the -f switch. This excludefile is parsed as follows:
+ OnelP Address can belisted on each line.

+ ThelP Address must be the first token in each line; there can be no leading white space.

+ Any text or datafollowing the IP Addressisignored.

+  Each line cannot be more than 16 charactersin length or else the entire line isignored.

+ Lineswhich are blank or do not contain avalid |P Address as the first token are ignored.

+ AnIPAddressisconsidered valid only if it contains four octets, separated by periods (. ),
where each octet isin the range 0 (zero) to 255 inclusive.

+ A hostname cannot be used in place of an IP Address; no lookup is performed to see whether a
non-valid |P Addressis actually a hostname.

+ You can use comment labels, such as # or ;, to comment your exclude file, for example:
# Private QA Router
168.192.13.194
# Printer
168.192.1.44
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On startup, ipsweep can read amap file specified by the -m switch. Thismap file contains atable as
follows:

Default DefaultReadCommunity
Subnetl/Maskl ReadCommunityl
SubnetN/MaskN ReadCommunityN

Thefirst line should bethe ‘pefault DefaultReadCommunity’ line. A single blank separatesthe
word pefault and the community string. Each of thelines following the Default linewill beinthe
format specified above. These lines will be a Subnet immediately followed by aslash (“/”)
immediately followed by the Mask. The “ Subnet/Mask” is followed by a single blank and then the
community string, for example:

192.168.1.0/255.255.255.0 private
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NAME

mibcomp

SYNOPSIS
mibcomp [-trace] [-nocache] [-clean] {-help|-ver} mib-definition-file
DESCRIPTION

Compiles the NerveCenter management information base (MIB) with SNM P Research’s Bilingual
Request and Security Subsystem (BRASS) SNMP MIB compiler utility suite.

After the first compilation, intermediary filesare stored inmib\cache (Windows) or mibs/cache
(UNIX), unless you use the -nocache argument.
OPTIONS
mib-definition-file

Name of thefile that contains NerveCenter MIB definitions, the default ismibcomp . txt.
-trace

Gives a verbose output to monitor the process of compiling the mib-definition-file.
-nocache

Causes all MIB compilation to occur in $TMP/cache.
-clean

Resets the compilation cache, stored in mib\cache (Windows) or mibs/cache (UNIX),
and performs a complete recompilation of all MIB modules.

When removing entries from the mibcomp.txt file, you must run mibcomp with the
-clean argument to remove the cached intermediary files.

-help
Displays description of arguments.
-ver

Displays mibcomp version information.
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USAGE

By default, the NerveCenter MIB is /mibs/nervectr.mib (\mib on Windows). Aswith any
compilation, it is always wise to make a backup copy of the nervectr.mib, mibnamemap.txt, and
mibcomp.txt before running mibcomp; however, Open does provide backup files of the
NerveCenter MIB and the MIB definition file shipped with NerveCenter,
/mibs/nervectr-release-number.mib and mibcomp-release-number. txt, respectively.

mibcomp requires that you change to the mibs (mib on Windows) directory before compiling.

As the mibcomp compilesthefile, it displays a series of messages. If a problem needs your
attention, the compilation fails. You must resolve the error and re-compile. The error is displayed
on the last line on your screen. You will have to do this more than onceif you have several errors.
Errorsare generally syntax problemsin third-party MIBs or MIBsthat do not comply with the RFC
specification.

Caution The MIB must be located locally on the machine hosting NerveCenter Server.
Configure security on the server machine appropriately so no unauthorized users can
overwrite or change the MIB.

After compiling the NerveCenter MIB, you must reload it. Refer to the manual Managing
NerveCenter for more information.
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NAME

ncadmin

SYNOPSIS

ncadmin

DESCRIPTION

Executes the NerveCenter Administrator application. For information about how to use
NerveCenter Administrator, refer to the manual, Managing NerveCenter.

usage

On UNIX, if you receive an error message, it is possible the necessary environment variables have
not been set. See Running the NerveCenter Server on UNIX on page 32.

see also

ncserver on page 251, ncstop on page 255
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nccmd

NAME

nccemd

SYNOPSIS
ncemd [connect -s server -u userlD [-p password] -n port [-f scriptFile |
CLIcommand]] | [-2]

DESCRIPTION

Runs the NerveCenter command line interface (CL1). You can issue single commands, open a CL|
interactive session, or run aCLI script.

OPTIONS

connect

Connects to the specified server. Once you are connected to a server, all subsequent
commands are directed to that server.

-8 Sserver
Name of the server to which you want to connect. Required.
-u useriD

User ID under which you want to connect to the server. The default is the user ID
specified during the previous connection or by the nccmd command line parameter, if
any. Required.

-p password

Password for the user 1D you specified. The default is the password specified during
the previous connection or by the nccmd command line parameter. -p is required for
sites that use NerveCenter security.

-n port

Number of the port you want to use for client/server communication. The default
command-line-interface port is 32506. Required.

-f scriptfile

Filename of the script or batch file containing CLI commands.

Note If scriptfileisafile name or path name that contains spaces, the name must be enclosed in
quotation marks, for example, “ C:\Program Files\OpenService\NerveCenter\Bin\Cmd.nc".
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To prevent having to connect to the server explicitly each time you want to run your
script, you can edit your script so that itsfirst line is aconnection command. Once
you've performed this step, you can typencemd -£ scriptfile from a Windows
command prompt or aUNIX shell to connect to the server and execute the commands
inyour script.

If any command returns an error, nccmd quits, displays the error, and returns you to
the Windows command prompt or UNIX shell prompt.

CLIcommand

Any one of several command line interface commands listed in the Command line
interface reference on page 244.

Provides command-line help for the nccmd command.

Command line interface reference

You can use NerveCenter commands to control NerveCenter servers, nodes, alarms, polls, and
masks from the command line interface from a scriptfile, single command, or interactive session.

The commands are generally made up of an action and an object on which you perform the action.
For example, the command 1ist mask is made up of thelist action, which is performed on the
mask object.

This reference consists of the following sections:
+  Server commands on page 244

+  Object commands on page 247

+  General commands on page 249

+ Notesfor CLI commands on page 250

¢ CLI command examples on page 250

Server commands

Use these commands to list, select, disconnect from, or display information about connected
NerveCenter Serversin your CLI session. These commands are listed in the order that they appear
in the syntax diagram.

serverCommand [-serverSwitch [parameter]] [-serverSwitch [parameter]]...| -2
serverCommand

One of the several server-related keywords and their switch/parameter pairs described
below. serverCommand also includes the connect command and its
switch/parameter pairs described earlier.
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NerveCenter directs server commands to the active server if no server is specified.
The active server is the last server connected to or selected using the select server
command.

clear trigger -t triggerName [-i alarminstancelD]

Cancels any pending triggers of a specified name that have been queued by its own
alarm instance. If no alarm instance is supplied, then NerveCenter cancels the
specified trigger for al alarmsin which the trigger is pending.

-t triggerName

Name of the trigger to be cleared.
-1 alarminstancelD

(Optional) alarminstancelD is a numeric value which indicates the instance of
the alarm for which NerveCenter is clearing the specified trigger.
disconnect

Disconnects from the active server.

fire trigger -t triggerName -n nodeName | $ANY -o subobjectName | $ANY
[-d delay]

Fires the specified trigger. If no delay is supplied, then NerveCenter fires the trigger
immediately.

-t triggerName
Name of thetrigger to be cleared.
-n nodeName | SANY
Name of the node on which to fire the trigger or any node ($ANY).
-0 subobjectName | $ANY
The name of the subobject on which the trigger isfired or any subobject (ANY).
-d delay

(Optional) delay isanumeric value (in seconds) for NerveCenter to wait before
it fires the specified trigger.
list

Lists connected servers.
select -s serverName

Makes serverName the active server. serverName -is one of the connected
NerveCenter Servers.

set server {-t timeoutinterval} | {-w width} | -2
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timeoutinterval is the number of secondsthat the CLI waits for an acknowledgement
from the NerveCenter Server that a CLI request was received. The default value for
timeouts is five seconds (UNIX) and one second (Windows). -t timeoutinterval is
commonly used in situations where a Server is busy or the connection is slow. Should
atimeout occur, connection to the Server is still maintained, but the CLI displaysthe
message: “Error. No data was received within allowed time.”

width is the character width (1-50) of columns for tabular output that the
NerveCenter CLI 1ist command displays. The default for width is 12
characters.

-?displays help for the set server commands.

-switch parameter

One of several switch/parameter pairs described below. Parameter switches can be
preceded by either a hyphen (-) or a backdlash (\).

show server -serverSwitch

Displaysinformation about the active server.

-serverSwitch

One of the several server-related switches described bel ow:

Display information about the NerveCenter administrators connected to the active
server.

Display information about the NerveCenter clients connected to the active server.

Display information about the NerveCenter database.

Display information about the Inform host.

Display information about the active server.

Display information about the NerveCenter license key.

Display information about the map host.
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Make the specified serverName the active server. Used only with the
serverCommand select.

Display help information about the specified serverCommand.

Object commands

Use these commands to delete, list, or set alarms, trap masks, nodes, and polls. These commands
arelisted in the order that they appear in the syntax diagram.

{delete | 1list object {-switch parameter} | -2 } |
{set object {-switch parameter -w targetObject} | -2 }
delete

Deletes the specified object. One switch/parameter pair is required.

list
Lists the specified alarm, mask, node, or poll when specified with a switch/parameter
pair. When used without a switch/parameter pair, displays alist of the connected and
active servers (if any).

object

Specifies the type of NerveCenter object that you are deleting, listing, or setting
attributes for. object can be: alarm, mask, node, or poll.

-switch parameter

One of several switch/parameter pairs described below. Parameter switches can be
preceded by either a hyphen (-) or a backdlash (\).

-a name | *

I dentifies a specific NerveCenter alarm or poll (hame) or al (*) alarms or polls.
name is case-sensitive. -a does not apply to trap masks. See -m, -n, and -p.

-a authenticationProtocol

I dentifies NerveCenter nodes by their authentication protocols. Valid
authenticationProtocol values are: MD5 (Message Digest algorithm) and SHA
(Secure Hash Algorithm). The default protocol is MD5. For privacy, the CBC-DES
protocol will be used, since this isthe default provided by Envoy.

-e on | off

I dentifies NerveCenter objects by their state: enabled (on) or disabled (off).
-g propertyGroup

I dentifies NerveCenter nodes by their property group.

-1 securityLevel
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I dentifies NerveCenter nodes by their SNMP v3 security level. Valid securityLevel
values are: NoAuthNoPriv (no authentication protocol, no privacy password),
AuthNoPriv (authentication protocol, no privacy password), and AuthPriv
(authentication protocol, privacy password).

name | *

I dentifies a specific NerveCenter trap mask (name) or al (*) trap masks. name is
case-sensitive. -m only appliesto trap masks. See -a, -n, and -p.

yves | no
Specifies NerveCenter managed nodes (yes) or unmanaged nodes (no).
name | *

I dentifies a specific NerveCenter node (name) or al (*) nodes. name is
case-sensitive. To display extended SNM P v3 attributes (security level, authentication
protocol, and error status), use -x v3. See-a, -m, and -p.

name | *

| dentifies a specific NerveCenter poll (nhame) or al (*) polls. name is
case-sensitive. See -a, -m, and -n.

enterprise | node | subobject | instance

I dentifies NerveCenter alarms by their scope.
yes | no

I dentifies NerveCenter nodes their state: suppressed (yes) or unsuppressed (no).
propertyName

I dentifies NerveCenter alarms or polls by their property. propertyName is
case-sensitive.

errorStatus

I dentifies NerveCenter nodes by their error statuses. Valid errorStatus values are:
AuthKeyFail, AuthPrivKeyFail, V3lnitFail, ClassifyFail, TimeSyncFail

SNMPVersion

| dentifies NerveCenter masks, nodes, or polls by the version of the SNMP agent.
Valid SNMPVersion valuesare: 1, 2, or 3.

targetObject
Flag indicating that target object follows for the set command.

The arguments preceding the -w switch determine which attributes of an
object(s) are set and what they are set to. Those that follow -w determine which
object(s) are modified. For example, the sequence -r propertyl -w -r
property2 would change the property of all objects with property?2 to property1l.
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targetObject

Switch/parameter pair that identifies the NerveCenter objects whose attributes are
being set.

-X v3

Displays extended attributes of all SNMP v3 nodes. These attributes (security level,
authentication protocol, and error status) are not displayed by the 1ist node -n
command.

Display help information about the delete/list/set object command.
set

Sets attributes for the specified object. One switch/parameter pair and -w
targetObject is required.

General commands

Use these commands to get command line help, quit the NerveCenter CLI, or to resync with the
network management platform. These commands are listed in the order that they appear in the

syntax diagram.

-? | quit | reset alarm instance -1i instanceNumber [-s stateName] |

resync

-2
Displays help. If used without an action keyword or object, displays genera
information about help. If used with an action alone, gives general information about
the command, including the command’s syntax and the objects to which it can be
applied. If used with an action and object, gives detailed information about the
command'’s syntax.

quit

Endsthe CLI session and automatically disconnects from each connected
NerveCenter Server.

reset alarm instance
Transitions the specified alarm to the ground state.
-1 instanceNumber [-s stateName]

Identifies the alarm to be rest to ground by avalid alarm instance number (required)
and the state of the alarm (optional).

resync
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Updates the NerveCenter node list with information from the network
management platform. NerveCenter automatically executes aresync at startup and
when you reconnect to the platform after the connection was broken.

Notes for CLI commands

If you leave out any mandatory parameters, nccmd returns an error. In general, nccmd also returns
an error if it encounters any syntax errors (for example, unknown or incorrectly specified
parameters) and does not issue the command to the connected server. Specific error messages are
returned by nccmd if the server encounters errors.

CLI command examples

The following command starts a CL 1| interactive session, connecting to the Blueridge server, with
the user ID GRakauskas, and using port 32506:

nccmd connect -s blueridge -u GRakauskas -n 32506
This command sets the property to mynodes for all alarms that are enabled:
set alarm -r mynodes -w -e on

The command that follows assigns al nodes belonging to the troublemaker property group to the
criticaldevices property group:

set node -g criticaldevices -w -g troublemaker
In this example, all alarms set to enterprise scope are displayed:

list alarm -s enterprise
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NAME

ncserver

SYNOPSIS

ncserver [-fg | -info | -off]

DESCRIPTION

Executes the NerveCenter Server application. For information about how to use NerveCenter
Server, refer to the manual, Managing NerveCenter.

OPTIONS
— fg
Runs NerveCenter in the foreground in a command prompt. Useful when debugging
NerveCenter.
-info
On machinesinstalled with NerveCenter Server, displays Server version and
copyright information. The Server does not have to be running to use -info.
-off
(UNIX only) Disables all alarmswhen you start the server. (For example, you might
want to use -of £ if you create an alarm that causes undesirable results on the server.)
USAGE

Using ncserver on Windows runs NerveCenter Server as a process. To run the Server asa
Windows service, usencstart -p.

If you use ncstart -p, you must also start the NerveCenter SNMP service by using the following
command:

ncsnmp start
You can stop the NerveCenter SNMP service by using the following command:
ncsnmp stop

If NerveCenter is not running as a UNIX daemon, you can start it manually.

Before you can run any NerveCenter application on UNIX, you must set the necessary
environments by executing one of the following shell scripts:

Appendix C, Contralling NerveCenter from the Command Line 251



ncserver

+ ingtallPath/userfiles/ncenv.sh
+ ingtallPath/userfiles/ncenv.csh
+ ingtallPath/userfiles/ncenv.ksh

where installPath istypicaly //opt/0SInc

Tip  Anadministrator should add the lines from these filesto the login scripts of al userswho are
going to be using NerveCenter on UNIX.

From the installPath/bin directory, where installPath istypicaly /opt/0SInc typethe
following command:

ncserver &

see also

ncstart on page 253
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ncstart

NAME
ncstart

SYNOPSIS

ncstart -h | -p | -s

DESCRIPTION

Runs the NerveCenter Server as either a process or a Windows service.

OPTIONS

Note These options are only available on Windows machines. These options do not function on
UNIX.

Displays command line help for ncstart.

Runs the NerveCenter Server as a process.

Runs the NerveCenter Server as a Windows service.

Note These options are only available on UNIX machines. These options do not function on

Windows.

— fg
Runs NerveCenter in the foreground in a command prompt. Useful when debugging
NerveCenter.

-info
On machinesinstalled with NerveCenter Server, displays Server version and
copyright information. The Server does not have to be running to use -info.

-off

(UNIX only) Disables all alarmswhen you start the server. (For example, you might
want to use -o£ £ if you create an alarm that causes undesirable results on the server.)
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usage

During a NerveCenter installation, the NerveCenter Server isinstalled as a Windows service.
During installation, the choice is given to have the NerveCenter Server service start up
automatically.

If the NerveCenter Server isinstalled as a service but not as an automatic service, you must start it
manually each time.

see also

ncserver on page 251, ncstop on page 255
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ncstop

NAME
ncstop

SYNOPSIS
ncstop -a | -All | -¢ | -h | -s

DESCRIPTION

Shuts down one or al NerveCenter applications.

OPTIONS

-a

Shuts down the NerveCenter Administrator application.

-Al1
Shuts down all NerveCenter currently running. -All is case-sensitive.
-C
Shuts down the NerveCenter Client application
-h
Displays command line help for ncstop.
-S
Shuts down the NerveCenter Server application
see also

client on page 231, ncadmin on page 242, ncserver on page 251, ncstart on page 253
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NAME
ovpa
SYNOPSIS
ovpa [ -logLevel Error | Warning | Debug | Trace 1]

[ -traceOutputFile FileName ] [ -traceOutputStdout ]

[ -traceResync ] [ -traceInform ] [ -traceLoadDb ]

[ -traceParentComp ] [ -traceMapUpdates ] [ -traceConnects ]

[ -traceAll ] [ -pc ] [ -writeParentsToFile NcHostName ]

[ -heartbeat seconds ] [ -ignoreUnmanagedIntf ]

[ -initNcStatusInOV ] [ -ignoreCapability ]

[ -noResolveCommunityOnResync ] [ -defGlobalCommunity filename ]

DESCRIPTION
Runs the NerveCenter OpenView Platform Adapter (OVPA).

OpenView (OV) must be running before you can run OVPA. To issue an ovpa command (with or
without switches) by itself and without also using ovstart, you must first remove the OVPA local
registration file (ovpa . 1rf) fromthelist of servicesthat are started by OV. For more information,
refer to Integrating NerveCenter with a Network Management Platform.

OPTIONS

Note All of these command line switches are optional .

-logLevel Error | Warning | Debug | Trace

Set logging level, default valueis Warning.
-traceOutputFile FileName

Set the output of logging messages to be afile with FileName.
-traceOutputStdout

Set the output of logging messages to be standard output. This option can be used
with -traceoutputFile filename so that logging messages can be written both to
the screen and the output file.

-traceResync

Enable logging messages for resync (node source) and resync parents. Logging
messages contain node information including parent information OVPA is sending to
Nerve Center.
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To use this option, the log level must also be set to either debug or trace.
-traceInform

Enable logging messages for status informing from NerveCenter to OpenView. It
shows status change messages from NerveCenter, whether the status change
information is sent to OpenVien or islogged into OpenView database.

To use this option, the log level must also be set to either debug or trace.
-traceLoadDb

Enable logging messages for loading nodes and interfaces from the OpenView
database at initialization stage. It shows each node and each interfaces are loaded.

To use this option, the log level must also be set to either debug or trace.
-traceParentComp

Enable logging messages for the details of how the parents are computed for each
Nerve Center host.

To use this option, the log level must also be set to either debug or trace.
-traceMapUpdates

Enable logging messages for the processing of OpenView events regarding changes.
This option displays the significant data that arrived with an OpenView event, how
ovpais processing that event, and whether network topology needs to be updated or
not.

To use this option, the log level must be set to either debug or trace.
-traceConnects

Enable logging messages for connections from the NerveCenter server, and from
OpenView. It also shows why the port is disconnected.

To use this option, the log level must also be set to either debug or trace.
-traceAll

Enable logging messages for resync, inform, loadDb, parentComp, mapUpdates, and
connects.

To use this option, the log level must also be set to either debug or trace.

Enable parent computing. Without this option, no parent information is computed for
any NerveCenter host, including the requests of resync parents from NerveCenter
server, and the command line option -writeParentsToFile

-writeParentsToFile NcHostName

Appendix C, Contralling NerveCenter from the Command Line 257



ovpa

When -pc isturned on, OV PA computes parent-child relationships, writes to the file
NcHostName_PC.dat,andexﬂs

-heartbeat seconds

The ovpa process and the NerveCenter server process exchange heartbeats. You can
configure how often the heartbeat is sent from OV PA using the -heartbeat switch.
If OVPA doesn't receive a heartbeat from NerveCenter in the specified time then it
will close the connection to that server's port. Default heartbeat rate is 300 seconds.

-ignoreUnmanagedIntf

If this switch is used OV PA does not send NerveCenter server any unmanaged
interfaces within a node. You may want to restrict the interfaces that NerveCenter
server must poll to only interfaces that OpenView is currently managing. If you have
many subobject scope alarms and nodes, this switch to improves polling performance.

-initNcStatusInOV

Synchronizes the status of a NerveCenter icon and its managed nodes.

Note NerveCenter must be configured so that its node data source and inform host are the same.
All 1P filters must be empty.

-ignoreCapability

Determines whether OV PA keeps track of OpenView's capability information, such
as |sRouter.For more information, see Integrating NerveCenter with a Network
Management Platform.

-ignoreCapability prevent ovpa from keeping track of capability data. This increases
ovpa's speed and decreases its memory usage.

This switch can be turn on when a user wants to force the node to be added to NC
server, regardless of capabilities.

Note The -ignoreCapability switch disables NerveCenter’s ability to filter nodes based on
capabilities.

-noResolveCommunityOnResync

When this option is turned on, OV PA does not obtain the community strings during a
resync or resync parents. You can use this argument when you are sure that the
community has not changed since theinitial OpenView database import to improve
resync performance.

-defGlobalCommunity filename

Instead of retrieving community strings through OpenView, you can retrieve them
from afile. This option is used to give the filename where user defines default
community strings.
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-info

print out the version of OVPA
-help

Help information for OVPA

notes

If you want these settings to take effect every time OVPA is started, edit thefile ovpa. 1rf to
include these switches. On Windows, thefileislocated in the openview/1rf directory. On UNIX,
thefileislocated in the opt/OSInc/nc/OV/Irf directory. For example, to have OV PA compute
parenting information only during aresync you would modify ovpa . 1rf to read:

ovpa:/opt/0SInc/nc/0OV/bin/ovpa:
OVs_YES START:ovwdb:-pc_noupdate:0Vs WELL BEHAVED:5:
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NAME

paserver

synopsis

paserver [-d] [-g] [-h|-?] [-n ON|OFF] [-nhost] [-nport] [-o] [-p]
[-r] [-scm {a|m|r|s}] [-t] [-tcfg]l [-thost] [-toneway]
[-tport] [-ttype] [-u ON|OFF] [-V]

description

Runs the NerveCenter Universal Platform Adapter for integrating NerveCenter with the network
management platforms Micromuse Netcool/OMNIbus and CA Unicenter TNG.

options

-d
Runs the Universal Platform Adapter from the command line in debug mode and
outputs debug messages to the console. The next time the host machine boots, the
Universal Platform Adapter will run as a service or daemon again.

-g
(Windows only) Registersthe Universal Platform Adapter as an Event Source.

-h | -?
Displays command line help for the Universal Platform Adapter switches.

-n
Enables or disables NerveCenter integration with Micromuse Netcool/OMNI bus.
On Windows, when starting paserver from the command line, you must specify either
-d or -scm option in combination with either -n oN or -u ON.

-nhost
Defines the machine on which the Netcool probeislocated. The default islocalhost.

-nport
Defines the port the NerveCenter platform adapter uses to communicate with
Micromuse Netcool/OMNIbus. The default is 32510.

-0
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(Windows only) Records values into Registry. Any options (other than -scm) become
apart of the standard configuration.

To use this switch, you should first stop the Universal Platform Adapter. You must
restart the Universal Platform Adapter.

Defines the platform adapter’s listening port. The default is 32509.

Note This number must match the one in NerveCenter Administrator.

(Windows only) Shortened version of -scm r. Removes the Universal Platform
Adapter asaservice. It a'so removes Registry entries created at install time.

-scm a|m|r|s

(Windows only) Changes settings in the service control manager.

(Windows only) Installs the Universal Platform Adapter as a service, marking it as
autostart. The service will start following this command.

(Windows only) Installs the Universal Platform Adapter as a service or daemon,
marking it as start on demand. The service will not start following this command.

(Windows only) Removes the Universal Platform Adapter as aservice. If it the
serviceisrunning, it will be stopped.

(Windows only) Starts the Universal Platform Adapter as a service. This may be
combined with a or m.

Enables or disables NerveCenter integration with Tivoli TME.
-tcfg

Defines the full qualified path/filename for the Event Adapter configuration file. The
default is /opt /0SInc/userfiles/nctec.cfg

-thost

Defines the machine on which the Tivoli Event Server islocated. The default is
localhost.

-toneway
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-tport

-ttype

notes

Defines the best-effort delivery method to the Tivoli TME agent. The default is 0.

Defines the port the NerveCenter platform adapter uses to communicate with Tivoli
Event Server. The default is 32510.

Defines the type of connection to be established with the Tivoli Event Server:
0 Connectionless delivery to agent.

1 Connection-oriented (secure) delivery to agent.

2 Default type of connection.

The default is 0.

Enables or disables NerveCenter integration with CA Unicenter TNG.

On Windows, when starting paserver from the command line, you must specify either
-d or -scm option in combination with either -n oN or -u ON.

Views current Universal Platform Adapter settings.

If you want these settings to take effect every time the Universal Platform Adapter is started, edit thefile
pastart toinclude these switches. pastart residesin NerveCenter \bin directory.

On Windows, when starting paserver from the command line, you must specify either -d or -scm
option in combination with either -n oN or -u ON.
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Ssemsopca

NAME

semsopca

SYNOPSIS

semsopca [-agent] [-v1]

DESCRIPTION

A Open-supplied interface that enables NerveCenter to send and receive Hewlett Packard's
OpenView | T/Operations (ITO) messages. NerveCenter setup installs the IT/O Platform Adapter
when OV PA platform integration is selected.

OPTIONS

-agent

Connects to the OpC agent interface. By default, semsopca connects to the OpC
server interface.

-vl

Pipes semsopca messages to the UNIX shell console.

USAGE

The -v1 switch is equivalent to setting the UNIX environment variable NI, opc_VERBOSE = 1.
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NAME
serializedb

SYNOPSIS

serializedb

-f fullyQualifiedFilename . asc

-o {dbtofile|filetodb}

{-r}|{-c "DSN=dataSourceName;UID=userID;PWD=password"}|{-d
fullyQualifiedFilename . ncdb }

DESCRIPTION

Exports or imports the data in your NerveCenter database. You can run SerializeDB from a GUI,
the command line, or from a script.

Caution Before you import from or export to a database, you must shut down the NerveCenter
Server. If you don’t shut down the NerveCenter Server, you could lose data.

If you are importing from or exporting to a UNIX flat file database, all of the files that
make up the database (nervecenter.ncdb and nervecenter.node) must bein the
same directory.

options
-f£ fullyQualifiedFilename.asc

Name of the backup file you want SerializeDB to export to or import from. If you do
not specify a path, SerializeDB creates (or searches) for thefile in your current
working directory.

-o dbtofile or filetodb

Specifies whether you are using SerializeDB to export or to import NerveCenter data.

(Windows only) Instructs SerializeDB to get the data source name, user 1D, and
password from the NerveCenter registry. You can use -r with a Microsoft SQL Server
database or a Microsoft Access database.

-c¢ "DSN=dataSourceName ; UID=userID ; PWD=password"

264 Managing NerveCenter



serializedb

(Windows only) Specifiesthat you are exporting from a Microsoft SQL Server
database. Replace dataSourceName with the existing data source name, userID
with the appropriate SQL Server user ID, and password with the corresponding
password.

-d fullyQualifiedFilename.ncdb

(UNIX only) Specifiesthe fully qualified database pathname (for example,
/opt/0SInc/db/nervecenter.ncdb). If you don't specify a path, NerveCenter
uses the current working directory.

usage

Caution On UNIX, SerializeDB reqguires an Xdisplay even when running in command line
mode. Therefore, do not run SerializeDB remotely or on a headless server viaaTTY.

Unless you use fully qualified pathnames, SerializeDB reads and writes to the current working
directory.

When running SerializeDB from the command line, you can only export to a serialized file (.asc
file).

Use the timestamp and the size of the file as an indicator of success. For example, if the timestamp
isold or thefile sizeis OK, you need to investigate further. Check the UNIX system log or the
Windows Event Log for error messages.
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NAME

trapgen

SYNOPSIS

trapgen {-vl1 | -v2c¢ | -v2cinform | -v3inform} [-p port] [-c¢ community]
[-w [-t timeout] [-r retries] ] destinationAddress
enterprise {agentAddress | trapOID}
{genericTrapNumber | specificTrapNumber} timeStamp
NoAuth |MD5 | SHA NoPriv|DES username [variable type value...]

DESCRIPTION
Generates an SNMP-style trap or inform for NerveCenter testing purposes.

OPTIONS

-v1

Sends a SNMP v1 trap. Thisis the default
-v2c

Sends a SNMP v2c trap.
-v2cinform

Sends a SNMP v2c inform.
-v3inform

Sends a SNMP v3 inform.
-p port

Port number to which the trap is being sent. The default is 162.
-c community

The community name for the agent sending the trap. The default is “public”.

Use with -v2cinform and -v3inform to wait for a response back from the machine to
which the inform is being sent.

-t timeout

The time in hundredths of a second for which Trapgen waits for a response from an
inform. The default is 300 (3 seconds).
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-r retries

The number of times Trapgen will attempt to re-send an inform if the inform does not
respond. The default is 0.

destinationAddress

Destination address for the trap. destinationAddress can be an IP address or a
node’s name.

enterprise

(v1 only) SNMP enterprise-specific trap number in dot notation (such as
1.3.6.1.4.1.9) that identifies the agent sending the trap. You can specify anull value
("") for enterprise. The null value equatesto 1.3.6.1.4.1.78.

agentAddress

(v1 only) Agent sending the trap. destinationAddress can be an IP address or a
node’s name. You can specify anull value ("") for agentAddress.

trapOID
(v2c, v2cinform, and v3inform only) A unique object identifier for the trap itself.
genericTrapNumber
(v1 only) One of the SNMP generic trap numbers (0-6).
O0—coldStart
1—warmStart
2—linkDown
3—linkUp
4—authenticationFailure
5—egpNeighborL oss
6—enterpriseSpecific
specificTrapNumber

(v1only) A particular enterprise-specific trap number. If not used, you should specify
zero.

timeStamp

Time elapsed between the | ast (re)initialization of the entity and the generation of the
trap in hundredths of seconds. Taken from the MIB-11 object, system. sysUpTime.
You can specify anull value ("") for timeStamp. The null value equatesto 1.
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NoAuth | MD5 | SHA

(v3inform only) The authentication protocol. If you are sending a v3inform, you must
supply an authentication protocol.

NoPriv | DES

(v3inform only) The privacy protocal. If you are sending a v3inform, you must
supply aprivacy protocol.

username

(v3inform only) Name of a user configured on the remote agent. The default is
ncuser.
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variable
Name of variable. variable must be avalid OID in dot notation. A string is not
acceptable. For example,use1.3.6.1.2.1.1.1.0 instead of sysDescr. 0.
type
Typefor variable. type can be one of the following: integer, octetstring,
octetstringhex, octetstringoctal, octetstringascii, objectidentifier, null, ipaddress,
counter, gauge, timeticks, opague, opagquehex, opaqueoctal, or opaqueascii, counter
64 (v2c, v2cinform, and v3inform only), uint32 (v2c, v2cinform, and v3inform only).
value
Value of variable. Enclosing strings with quotes is optional.
examples

Example 1: In the following example, Trapgen sends an generic SNMP v1 authentication failure
trap from the NerveCenter Server Blueridge to itself:

trapgen blueridge "" blueridge 4 0 ""

enterprise and timeStamp are nulls (
ageneric trap.

) and specificTrapNumber is 0 since atrapgen is sending

Example2: In the following example, Trapgen sends to Blueridge av2c trap identified with a
unique OID (1.3.6.1.2.1.1.1), from an agent (1.3.6.1.4.1.9.1.3) using anull timestamp:

trapgen -v2c blueridge 1.3.6.1.4.1.9.1.3 1.3.6.1.2.1.1.1 "

Example 3: In this example, Trapgen sends to the node 10.52.174.139 a specific trap number
(110000) from the node poe. The trap contains two varbinds with a values of type timeticks and
octetstring, respectively.

trapgen 10.52.174.139 1.3.6.1.4.1.9.1.3 poe 6 110000 900

1.3.6.1.2.1.1.3 timeticks 9875632 1.3.6.1.2.1.1.1 octetstring "Cisco
trouter"

Example 4: In this example, Trapgen sends an SNMPv3 Inform to a remote NCServer at
10.69.89.51. The remote NCServer is setup with the default SNMPv3 user (ncuser). A null time
stamp is used.

trapgen -v3inform -w 10.69.89.51 1.3.6.1.4.1.78 1.3.6.1.4.1.78.3.5 ""
NoAuth NoPriv ncuser
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NerveCenter Command Line Interface

You can use acommand line interface (in a UNIX shell or aDOS Command Prompt window) to
list, delete, and control nodes, alarms, polls, and masks. You can aso connect to, display the status
of, and disconnect from NerveCenter servers. You can issue the commands manually or from a
script.

The following sections describe how to control NerveCenter from the command line using one of
the following methods:

+ Entering asingle command in ashell or a DOS prompt
+  Entering multiple commands in an interactive session
+ Running ascript that contains one or more commands

For information about specific commands, see the section Command line interface reference on
page 244. The procedures in this appendix assume that you are in the NerveCenter bin directory or
that your search path includes that directory. NerveCenter installation includes this directory in
your search path by default.
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Entering a Single Command in a UNIX Shell or a DOS Prompt
<> To issue a single command in a UNIX shell or at a DOS prompt, follow these steps:
1. OpenaUNIX shell or aDOS Command Prompt window.

2. Type
ncemd -s ServerName -u UserName -p Password -n Port Command

where ServerName is the name of the NerveCenter server you want to contact, UserName and
Password are avalid user name and password for that NerveCenter server, Port isthe
command-line-interface port for the server (32506 by default), and Command is the command
you want to run. Then press Return.

Note The user ID and password are encrypted before they are sent over the network.

If you are already connected to a server via a previous connect or select server command, the
command you issue is directed to that server, and the
-s switch is unnecessary.

The syntax for the commands is specified in Command line interface reference on page 244.
The command is executed and informs you if an error was encountered.

In the following example, a user named John lists all the pollsthat are suppressed. For this
example, the server is named sales, John’s user ID isjohndoe, and his password is anytown.

nccmd -s sales -u johndoe -p anytown -n 32506 list poll -S yes

Entering Multiple Commands in an Interactive Session
o To open an interactive session and enter multiple commands, follow these steps:
1. OpenaUNIX shell or aDOS Command Prompt window.

2. Do one of thefollowing:

To open an interactive session without connecting directly to a server, type ncemd and press
Return.

The nccmd command prompt is displayed:
nc>
To open an interactive session and connect directly to a server, type

ncemd -s ServerName -u UserName -p Password -n Port
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where ServerName is the name of the NerveCenter server you want to contact, UserName and
Password are avalid user name and password for that NerveCenter server, and Port isthe
server’'s command-line-interface port (32506 by default). Then press Return.

The nccmd command prompt is displayed and you are connected to the server you specified:
nc>

All subsequent commands are sent to that server until you connect to an additional server or

issue a select server command.

Type the commands you want to run, pressing Return after each one.

The syntax for the commands is specified in Command line interface reference on page 244.

Each time you press Return, you are returned to the nccmd command prompt. If any command
returns an error, nccmd quits, returns you to the shell prompt or the Command Prompt, and
displaysthe error.

To exit the interactive session, type quit at the prompt and press Return.

You are returned to a shell prompt or a Command Prompt.

In the following example, a user named Kim opens an interactive session, connects directly to the
server, deletes a node, disconnects from the server, and quits the session. For this example, the
server is named sales, Kim'suser 1D iskimz, her password is NoMuZak, and the name of the node
sheisdeleting is N0128.

C:\>nccmd -s sales -u kimz -p NoMuZak -n 32506
nc>delete node -n N0128

nc>disconnect

nc>quit

Running a script that contains one or more commands

<> To run a script that contains one or more commands, follow these steps:

1.

Create atext file that contains the commands in the order you would enter them if you werein
an interactive session.

The syntax for the commands is specified in Command line interface reference on page 244.
Open a DOS Command Prompt window or a UNIX shell.

Do one of the following:

To connect to a NerveCenter server and have the server execute the commands in your file,
enter acommand of the following form:
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ncemd -s ServerName -u UserName -p Password -n Port -f Filename

ServerName is the name of the NerveCenter server you want to contact, User Name and
Password are avalid user name and password for that NerveCenter server, Port isthe
command-line-interface port for the server (32506 by default), and Filename isthe name of the
file containing the commands you want to run.

Note If Filenameisafile name or path name that contains spaces, the name must be enclosed in
quotation marks, for example, “ C:\Program Files\Open
Software\NerveCenter\Bin\Cmd.nc”.

To prevent having to connect to the server explicitly each time you want to run your script, you
can edit your script so that itsfirst lineisaconnection command. This command must have the
form:

connect -s ServerName -u UserName -p Password -n Port

Once you' ve performed this step, you cantypencemd -£ Filename from the DOS or a shell
prompt to connect to the server and execute the commands in your script.

If any command returns an error, nccmd quits, displays the error, and returns you to the
Command Prompt or UNIX prompt.

In the following example, a user named Juan writes a script that connects to a server, turns on an
alarm named Monitor, and disconnects from the server. For this example, the server is named sales,
Juan’s user ID isjuanr, and his password is CaFFieNe. The script is named SetAlarm and it looks
likethis:

connect -s sales -u juanr -p CaFFieNe -n 32506
set alarm -e on -w -a Monitor
disconnect -s sales

Juan runs the script by entering the following command at the command prompt:

>snccemd -f SetAlarm
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